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Summary 
Chromatin is not randomly organized inside the eukaryotic nucleus 

in interphase. In budding yeast gene expression of some specific loci 

is affected by their positioning in the nucleus. Replication firing of 

early origins is also correlated to the position of the respective ARSs 

(Autonomously Replicating Sequences) in the nucleus. However, the 

relationship between nuclear positioning and DNA processes is not 

yet fully understood.  
To study the importance of chromosome positioning in nuclear 

processes and cell physiology, we use budding yeast strains carrying 

fused chromosomes, which are expected to dramatically change the 

chromosomes configuration in interphase. By combining microscopy 

and computational modeling we show that the chromosomes 

arrangement in strains carrying fused chromosomes is greatly 

modified. Despite the reorganization of chromosomes in the nucleus, 

our functional experiments show that transcriptional activity, 

replication timing and response to stress conditions are not affected. 

The results, thus, indicate that the function of the genome is mostly 

independent of chromosome positioning in the budding yeast nucleus 
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Resumen 
La cromatina no está distribuida de manera aleatoria dentro del 

núcleo eucariota en interfase. En la levadura Saccharomyces 

cerevisiae la expresión de algunos genes específicos depende de su 

posición en el núcleo. El inicio de los orígenes de replicación  está 

también correlacionado a la posición de las respectivas ARSs 

(Autonomously Replicating Sequences) en el núcleo. Sin embargo, 

la relación entre posición nuclear y los procesos del ADN no está 

completamente aclarado.  

Para estudiar la importancia de la posición de los cromosomas en las 

actividades nucleares y en la fisiología celular, hemos utilizado cepas 

de S. cerevisiae con fusiones cromosómicas, en las que la 

conformación cromosómica típica de la levadura cambia 

drásticamente. Mediante la combinación de la microscopía y de los 

modelos computacionales mostramos que la organización 

cromosómica en las cepas que llevan cromosomas fusionados está 

ampliamente modificada. Aunque la organización de los 

cromosomas está modificada, nuestros experimentos funcionales 

muestran que la actividad transcripcional, el tiempo de replicación y 

la respuesta a condiciones de estrés no se muestran alterados. Por 

consiguiente, los resultados indican que la función del genoma es 

principalmente independiente de la posición de los cromosomas en el 

núcleo de la levadura Saccharomyces cerevisiae. 
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Preface 
A common feature of eukaryotic genome is represented by a non-

random positioning of chromosomal regions relative to each other 

and to nuclear landmarks.  

Several studies performed in budding yeast showed that the 

chromosomal positioning in the nuclear space is correlated to the 

levels of transcriptional activity and replication timing. However, 

these studies were focused on specific loci or were done in absence 

of chromatin binding factors responsible for nuclear conformation. 

Whether or not the chromosomal positioning plays a general and 

essential role for nuclear processes is not yet clear. Our work 

contributes to explain this question. We show that budding yeast 

strains carrying highly altered chromosomal arrangement do not 

show changes in gene transcription and replication timing compared 

to wild type. This work suggests that in budding yeast nuclear 

positioning is not essential for the nuclear processes in optimal 

conditions. 
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1. Introduction 

The genetic information of eukaryotic cells is stored in long linear 

DNA molecules, sequestered in a membrane-enclosed compartment 

called nucleus. In the cell nucleus, DNA associates with proteins, 

which allow its folding and packing in higher order chromatin fibers, 

chromatin domains and chromosomes.  

Chromosomes are not randomly distributed in the nucleus and several 

correlations between nuclear organization and nuclear processes 

have been found. For instance, the chromatin located in nuclear 

interior is more transcriptionally expressed compared to the more 

compacted and peripheral one. Moreover, chromatin regions 

functionally related tend to preferentially interact with each other. 

These observations raised the possibility that the spatial organization 

of the genome can somehow regulate its functions. But does 

chromosome organization play a role in nuclear processes, or it is 

simply a result of these functions? In this dissertation I will show how 

I addressed this question using budding yeast strains as model 

system. The use of strains carrying big chromosome translocations, 

allowed me to study the effect of a highly altered genome 

organization in different functions, like transcription, replication 

timing and response to stress conditions.  
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1.1  The nucleus organization  

1.1.1 The DNA fiber 

The three dimensional (3D) structure of the DNA polymer was 

discovered in the ’50s thanks to experiments carried out by Watson, 

Crick and Franklin with X-ray diffraction [1, 2]. Their results showed 

that DNA is organized in a double stranded helix. The nucleotides, 

the monomers forming the DNA polymer, are composed by a 

nitrogenous base, a five-carbon sugar (2- deoxyribose) and phosphate 

groups. They are linked together by covalent bounds between the 

phosphate groups and the sugar forming the backbone of the DNA 

chain. The formation of the double helix is due to hydrogen bounds 

between a double ring base (the purines) and a single ring base 

(pyrimidine). There are two purines, adenine (A) and guanine (G), 

and two pyrimidines, thymine (T) and cytosine (C), and A always 

pairs with T, and G with C.  

The length of the DNA chain is huge if we compare it with the size 

of the nucleus in which it is stored. For example, in humans, DNA is 

composed by 6x109 nucleotides distributes in 2 copies of 23 

chromosomes. If all aligned together and completely extended, 

chromosomes would reach a length of 2 meters. Considering that the 

cell nucleus is is in average only ~6 µm in diameter the cells need to 

face a challenging work: highly pack the DNA in a way that it can fit 

in the nucleus but at the same time being accessible to proteins 

responsible for several important processes like gene expression, 

DNA replication and repair.  
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The first level of DNA folding is due to its association with proteins 

generating what it is called “chromatin”. Two classes of proteins bind 

the DNA with roughly the same contribution: histone proteins and 

non-histone proteins. The DNA binding to histones forms a structure 

called nucleosome, which was first discovered in 1974 [3]. It consists 

in a core of eight positively charged histones (two molecules each of 

histones H2A, H2B, H3, and H4) around which 147 base pairs of 

DNA are wound. Between two nucleosomes there is a linker DNA of 

10-80 bp length, to which another histone protein can bound (H1). 

This structure forms a 10 nm width fiber and is also called “beads on 

a string” structure because of its appearance on electron micrographs. 

The histones forming the nucleosome have an N-terminal amino acid 

tail, which is not part of the core but extends out of it. These histone 

tails can be subjected to different kinds of post-translational 

modifications like acetylation phosphorylation, ubiquitination and 

sumoylation. These modifications have also a role in a further DNA 

compaction as it will be explained in the next subsection.  

This 10 nm fiber correspond to a level of compaction of 6 fold, that 

is far to be enough to pack the DNA inside the nucleus. The 

observation of reconstituted chromatin by X-ray crystallography and 

high-resolution electron microscopy allowed to see a 30 nm fiber 

generated by the formation of complexes of four nucleosomes [4-

7](figure 1.1). However, the existence of a 30 nm fiber is highly 

debated [8].  
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Figure 1.1 The DNA molecule is wrapped around a core histone octamer forming 
a nucleosome with a diameter of 11. Left: The nucleosome folds into a 30-nm 
chromatin fiber which organises into the higher order organization of interphase. 
In the right panel it is shown an alternative hypothesis which consists in irregularly 
folded nucleosome fibers. Adapted from [8].  

 

Cryo-electron microscopy of HeLa cells chromosomes, and super-

resolution light imaging of chromatin in embryonic and somatic cells 

show that the chromosome packing is much less regular, with a 10 
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nm fiber folding into irregular globules [10,11] (figure 1.1)  

Finally, inside the nucleus chromatin does not look homogenously 

compacted but appears in different levels of folding, depending on 

the position that occupies in the nucleus and in correlation with 

different nuclear activities.  

1.1.2 Euchromatin and heterochromatin  

The chromatin inside the nucleus is not uniformly dense, and the first 

evidence was shown by the German geneticist Heitz, who observed 

by light microscopy two chromatin types in the nucleus of 

Bryophytes (mosses): heterochromatin and euchromatin [12]. The 

first one was distinguished from the second one because did not 

appear to undergo decondensation after mitosis. His observations 

were then confirmed some years later by different studies of electron 

microscopy [13]. 

Heitz also speculated that euchromatin could be the actively 

transcribed part of the DNA and the heterochromatin the inactive one. 

His hypothesis was then confirmed in the ‘60s when the purification 

of heterochromatic and euchromatic fractions from mammalian 

lymphocyte nuclei allowed to quantify the transcriptional activity 

present in both fractions. Most of the RNA synthesis was deriving 

from the eukaryotic fraction, despite it was the least represented of 

the two types (20% of the total chromatin) [13].  

Today we know that there are two main types of heterochromatin 
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(figure 1.2). The constitutive one is composed mainly by repetitive 

sequences, hypoacetylated and contains histone H3 methylated at 

lysine 9 (meH3K9) to which is bound the protein HP1. This 

interaction is thought to contribute to the propagation and 

maintenance of heterochromatin [14,15]. The facultative 

heterochromatin, instead, is found in single copy genes, it is cell type 

and developmental stages specific and it is often enriched in 

methylation of H3K27 [16].  

 
Figure 1.2 (A) An example of electron microscopy (EM) picture of a mouse liver 
cell nucleus (N nucleus, Nu nucleolus, NE nuclear envelope). Heterochromatin 
appears more electron dense compared to the more open state of euchromatin. (B) 
Heterchromaitn and euchromatin are distinguished by their molecular features 
(histone and DNA modifications). Adapted from [17]. 

Both types of heterochromatin are localized in specific regions of the 

nucleus. In particular, in the nuclear periphery (excluding the nuclear 

pores) and in the periphery of the nucleolus, which is the nuclear 
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body where rDNA transcription, rRNA processing and ribosome 

biogenesis take place. Heterochromatin, finally, is also found in the 

interior of the nucleus, like the irregular mass of heterochromatic 

aggregates in mouse nuclei (chromocenters).  

The fact that denser chromatin is less transcriptional active led to the 

hypothesis that this closed conformation had a regulatory role in 

transcription activation, by making DNA inaccessible to activation 

factors.  

But this theory is in contrast with the finding of Nicolas Sadoni and 

colleagues obtained by visualizing with confocal microscopy the 

distribution of histone H2B fused with green fluorescent protein 

(GFP) in interphasic HeLa cells nuclei. This experiment showed that 

the poor transcribed heterochromatin results only 1.4 fold more 

compacted than the high transcribed and diffuse chromatin 

(euchromatin) [18].  Moreover, the compactness of the 

heterochromatin does not prevent the accessibility of 

macromolecules [19].  

In addition, it was shown that the degree of chromatin condensation 

is linked more to gene density rather than transcription activity. Such 

gene density theory was first proposed in 1999, when it was observed 

that the position of human chromosomes 18, and 19 was radially 

differently distributed in lymphoblasts and fibroblasts [20]. The 

chromosome 18, a gene-poor chromosome was found to be localized 

at the nuclear periphery while the very gene rich chromosome 19, in 

the interior of the nucleus [20,21]. These finding were confirmed in 

different mammalian species like in in Old World monkeys [10] and 
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in primates [23] and it appears to be also evolutionary conserved, 

being also found in birds [24].  

However, many studies done in D. melanogaster and mammalian 

cells, show that the association of euchromatic genes with 

heterochromatin (epigenetically and cytologically identified), is 

correlated with their transcriptional repression, while the dissociation 

from heterochromatin coincides with activation [24-33].  

In conclusion, the simple initial idea of a homogeneously compacted 

and inactive heterochromatin compared to a more open and active 

euchromatin does not always hold true. Although there is a difference 

in the degree of condensation between different chromatin regions, 

its functional significance is still unclear. 

1.1.3 Chromosome territories  

At the beginning of the 20th century Carl Rabl and Thomas Boveri 

first observed that chromosomes assume a specific localization in the 

nucleus after cell division. In particular, Boveri introduced for the 

first time the concept of “chromosome territories”. He postulated that 

the single chromosomes, which were clearly distinguishable in 

metaphase-anaphase because of the mitotic compaction, retain their 

individuality also in interphase, when they undergo relaxation 

[34,35]. 

The concept of chromosome territories (CT) was then recalled again 

during the ’70s and ’80s thanks to the visualization of single CT by 
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the fluorescent in situ hybridization (FISH) [36,37]. This technique 

relies in the fluorescent labeling of a DNA (or RNA) sequence 

(probe), which will then pair with its cellular homolog in fixed cells 

[38]. Probes can be of different lengths, allowing to visualize from 

very portions of DNA, like single genes, to larger ones like entire 

chromosomes (figure 1.3).  

Figure 1.3 Chromosome territories visualization using fluorescence in situ 
hybridization. (A) All the chromosome territories of the human genome visualized 
simultaneously in a different colour with FISH. (B) Schematics showing each 
territory corresponding to a chromosome number. Adapted from [39]. 

Polymer physics models argue that the DNA polymer organizes in 

chromosome territories because of an intrinsic physical feature rather 

than being the result of a biological function [40]. In fact, being very 

long polymers, chromosomes would take more than the lifespan of 

most of the organisms to completely unfold and intermingle. 

Although it is true that chromosome occupy discrete territories, the 

borders of CTs can intermingle between each other, and this can 

explain the existence of chromosome translocations [41].  

Results of FISH experiments conducted in human, mouse and 
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chicken cells showed not only the presence of chromosome territories 

but also that their distribution inside the nucleus is size and gene 

density dependent [42,43]. The CT distribution in the nucleus also 

changes during differentiation, so that each cell type has a specific 

chromosome territories distribution pattern [42].  

The observation that each chromosome occupies a discrete territory 

in the nucleus has been confirmed by chromosome conformation 

capture experiments [44]. Chromosome conformation capture 

techniques consist in digestion and re-ligation of chromatin upon 

crosslinking, and high-throughput sequencing of the ligation 

products composed by different pairs of chromatin stretches. The 

probability of crosslinking and ligation between two restriction 

fragments is proportional to their proximity in the nuclear space. 

Enrichments of ligation products are then scored as contacts between 

genomic stretches. Hi-C, the chromosome conformation capture 

technique which interrogates the whole genome, has been performed 

in a variety of eukaryotic species such as yeast, Caenorhabditis 

elegans, Drosophila, and several other different metazoan species 

[45-48]. These experiments also permitted to detect interactions 

between different chromosomes (trans-interactions) even if much 

lower than interactions of fragments belonging to the same 

chromosome (cis-interactions) [45,46,49,50]. Interestingly the trans-

interactions are usually gene rich and transcriptionally active and 

correspond to the regions that have been seen to loop outside of the 

chromosome territories [51].  

These observations lead to the hypothesis that the looping out of the 
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territories was favoring transcription activation by allowing the 

exposure of genes to transcription factories [52-54]. But this theory 

is also not completely in accordance with later findings. First, by 

coupling DNA FISH and RNA FISH, it was demonstrated that genes 

sitting at the CT periphery, and therefore more likely to loop out of 

the territory, are already transcriptionally active and associated with 

transcription factories before looping out [55]. Second, it is still under 

debate whether transcriptional factories are physical assemblies that 

a gene have to reach to be transcribed or if active genes cluster 

together to create these structures [56].  

In summary, chromosomes do not randomly organize in the nucleus 

but occupy cell type specific territories. Chromosome can though 

intermingle at the border between territories, where transcription is 

more active. The distribution of the territories depends on gene 

density, with chromosomes with higher gene density being in the 

interior while chromosomes with lower density tend to be at the 

periphery. Molecular biology techniques in the XXI century allowed 

to identify structural domains inside the territories. Their role in 

genome function is still not clear and it will be discussed in the next 

subsection.  

1.1.4 Chromosome domains  

Lamin Associating Domains (LADS)  

From the beginning of the 2000 the arrival of different molecular 

biological techniques permitted to study chromosome organization at 
the sequence level on a genome-wide scale.  
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One of such techniques, called DamID, was based on the expression 

of trace levels of a fusion protein between a protein of interest and 

the DNA adenine methyltransferase Dam from Escherichia coli. If a 

chromatin region is close to the fusion protein, it gets methylated and 

can then be extracted, amplified and hybridized to microarrays or 

sequenced [57]. Thanks to DamID, large domains of chromatin, 

called LADs, have been discovered to be associated with proteins of 

the nuclear lamina [58]. The lamina is composed by lamins, 

intermediate filament proteins located closed to the INM (Inner 

Nuclear Membrane) by binding the nuclear envelope transmembrane 

proteins. Lamins can bind many different proteins, including 

chromatin components such as histones, or HP1 (heterochromatin 

protein 1), and interactions between the lamina and the chromatin can 

regulate the position of chromosomes in the nucleus and various 

other activities [59,60].  

In mammalian cells, LADs occupy around 40% of the genome with 

a size that goes from 10 kb to 10 Mb. The fact that they are peripheral 

and low expressed reminds the high density regions seen by electron 

microscopy [61,62]. They are characterized by low transcription 

activity and also low gene density, confirming the FISH experiments 

done in the ‘90s. In addition, LADs are enriched of H3K9 and H3K27 

methylation silent chromatin marks and lack of the active ones 

[58,63-65]. 

It is possible to distinguish two types of LADs. The constitutive ones, 

which are conserved between cell types and also between human and 

mouse [66,67], and the facultative LADs, which are the minority and 
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cell-type specific [66]. In particular, when a non-LAD domain, 

during ESCs-neuronal progenitor differentiation, becomes associated 

to nuclear lamina, the genes get repressed. But the change between a 

LAD domain to a non-LAD domain does not correlate with 

transcriptional activation [64].  

Topologically Associating Domains (TADs)  

Chromosome conformation capture techniques were designed to 

study the 3D organization of chromatin, by detecting chromatin-

chromatin interactions [44,68]. Hi-C, which in particular interrogates 

the whole genome, confirmed both the presence of chromosomes 

territories seen by microscopy [46,47,69,70], and other features like 

telomeres and centromere clustering in yeast, Drosophila and 

Arabidopsis [47,70-75].  

Hi-C experiments could also detect the so-called A and B 

compartments, corresponding to the two chromatin types seen first 

by microscopy by Heinz. A compartments correspond to a more open 

and transcriptionally active chromatin and have more inter-

chromosomal interactions compared to the B compartments, which 

are more closed and less active. The compartments of the same type 

cluster together in the nucleus and they probably reflect the tendency 

of euchromatin and heterochromatin to segregate in the nuclear space 

[45-47,49,76,77]. 

But the resolution in Hi-C experiment can be much higher. Inside A 

and B compartments is possible to detect subdomains of megabase 

scale called Topologically Associated Domains (TADs), or the 

smaller sized Chromosomal Interaction Domains (CIDs) in 
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prokaryotes [47,75,78-80]. TADs have an average size of 1 Mb and 

are separated by boundaries and their presence has been confirmed 

by FISH experiments [78,79,81]. Across the boundaries between 

TADs, contacts are very infrequent compared to the contacts inside 

the TADs [78,79]. It is still not clear if TADs have a biological 

function and how they are formed. In flies and mammals the borders 

between TADs host highly transcribed genes. This suggests that the 

unfolding of the chromatin is due to transcription at the TAD borders. 

This fenomena is even more clear in bacteria where the insertion of 

a highly transcribed gene inside a CID in Caulobacter split it into two 

by generating a new boundary [80]. 

The boundaries between TADs are also enriched in binding sites of 

CTCF (architectural proteins CCCTC-binding factor) and TSS 

(Transcription Start Sites) [47,73,78]. It is not clear however if the 

CTCF binding, and the cohesin which is recruited by CTCF, are 

responsible for TADs boundaries. In fact, knockdown of CTCF leads 

to an increase of interactions between TADs, but not a loss of the 

boundaries [82]. Moreover, it is still not clear if Transcription 

Starting Sites (TSS), which are enriched in the boundaries, have a 

role in the formation of the TADs. TADs have been found in all the 

human and mouse cell types examined [78,79,81-84], and in 

Drosophila [47], even if the average size of the TADS is 100 kb. 

Several observations shown that TADs are not only structural but 

also transcriptionally functional regions. First of all, TADs borders 

are often seen to overlap with A and B compartment borders [78]. 

Although TADs borders are conserved in different cell types, 

depending on the differentiation type TADs can be part of A or B 
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compartment (figure 1.4). Moreover, TADs are associated with 

markers of gene activity like histone methylation or association with 

nuclear lamina [78,79,84]. 

 

Figure 1.4 A) Representation of two consecutive TADs. (B) TADS in region 
chr11:115,470,000–116,770,000 of human genome. TADs structure and 
positioning of TAD boundary do not differ between two the cell types, fibroblasts 
and ESCs. However, in fibroblasts TAD1 is in the inactive compartment B, whereas 
it is instead in the active compartment A in ESCs. Adapted from [85] 

In conclusion, despite the large amount of work conducted to study 

the different levels of chromatin structures, it remains still 
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controversial the role that these structural domains have in the 

functions, at least in gene transcription. In fact, it remains unclear if 

it is the level of transcription which shapes the chromatin, creating 

domains and territories, if they represent a structural consequence of 

nuclear functions, or if we have a contribution from both sides. The 

transcriptional state could contribute to the formation of topological 

domains, whose structure, in turn, might create a favorable 

environment to maintain the same functional state.  

1.2 The importance of nuclear architecture 

1.2.1 Genome organization and differentiation  

Microscopy data have identified great changes in nuclear 

organization in cell differentiation during development. It is in fact 

known that in embryonic stem cells the level of heterochromatin is 

much lower compared to differentiated cells [86,87]. Moreover, it is 

also known that during cell differentiation, many genes reposition 

within the nucleus in correlation to changes in their transcriptional 

activity. Some genes move to the nuclear periphery to be silenced by 

interacting mostly with the nuclear lamina, while actively transcribed 

genes tend to cluster to nuclear pores [88-91]. Other genes when 

active are found to loop out from the core of their territory [92-95].  

So, active genes are distributed either between territories or close to 

the nuclear pores, whereas inactive genes are inside in the interior of 

the territories or close to the nuclear lamina.  
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One possibility is that the transcriptional activation itself induces 

chromatin re-localization. But not all the promoters are able to induce 

such moving [91]. The fact that the changing of chromatin marks is 

sufficient to move the gene loci, leads to the theory that not the 

transcription itself but the transcription-dependent change in the 

chromatin structure is responsible for loci movement [90,96-98]. The 

effect of epigenetic state in chromatin location can be also found in 

LADs. When a LAD sequence is inserted in a non-LAD one, it 

autonomously relocates at the nuclear periphery [99,100]. It is still 

not clear the contribution of specific binding motifs and chromatin 

markers in LAD positioning at the nuclear periphery. However, it is 

known that targeting to the nuclear periphery depends either on 

deacetylases or on H3K9 and H3K27 methyltransferases. For 

example, it has been shown in C. Elegans that H3K9 methylation is 

a sufficient signal for perinuclear anchoring [101,102] and that 

histone acethylation impedes LADs formation [63,65].  

The observation that co-regulated genes colocalize in single 

transcription factories (what is called “gene kissing”), brings to the 

hypothesis that the three dimensional position of genes in the nucleus 

might have an important role in transcriptional regulation [52,89]. 

While by microscopy large changes in territories and genes 

positioning are observed during differentiation, with chromosome 

conformation capture technique, loops and TADs seem conserved 

[103,105]. This discrepancy can be explained by the fact that while 

epigenetic marks are clearly changing during development, structural 

domains remains mainly unaltered. According to this, the epigenetic 
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state of a domain does not change the TAD borders, but changes the 

level of interaction within and between TADs. They can fall in two 

different compartment (A or B), depending on the cell type [105]. In 

fact, it has been observed that TADs with similar epigenetic marks 

tend to have preferential chromatin interactions among each other 

creating a compartmentalized genome [47,104]. 

1.2.2 Genome organization and conservation  

Chromosome organization in territories has been observed in a large 

variety of Eukaryotic species from human to yeast, from birds to 

plants [24, 106-108]. However, some of them have a radial 

chromosome positioning, and others, like budding yeasts, a “Rabl 

like” configuration [109]. In higher primates positioning of specific 

territories are evolutionary conserved. A study in humans, New 

World monkeys and Old World monkeys demonstrates that 

positioning of primate chromosomes homologous to HSA18 and 

HSA19 is conserved, despite important chromosomes 

rearrangements between the species. It is not possible to say the same 

for mouse chromosomes, which are differently distributed compared 

to syntenic human chromosomes in human nuclei [110]. TADs, as 

well as CTCF binding sites at the TAD borders, are instead largely 

conserved in syntenic regions [78,104,111]. Another conserved 

characteristic of the nucleus is the positioning of origin firing. The 

early replicating ones are more likely found in the interior of the 

nucleus, while the late replicating, closer to the nuclear periphery. 

This is true for mammals, but also yeast, and chicken [24,25,112-
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115].  

1.2.3 Genome organization and diseases  

Several diseases have been associated with changes in genome 

organization, either due to chromosome translocation or to the 

presence of mutated architectural chromatin proteins.  

Local changes in chromatin structure could create fragile sites that 

are more likely to undergo breakage. Chromosome breakage can in 

turn lead to formation of chromosome translocations during 

interphase, consisting in the joining of two chromosomes bearing 

damaged DNA, like double-strand breaks (DSBs). The specific 

spatial arrangement of the genome in non-cancer cells might be 

important to determine which chromosomes are involved in cancer 

translocation. In fact, two chromosomes can undergo translocation 

only if they are in close proximity in the nuclear space and the 

frequency of cancer translocation correlates with the proximity of the 

chromosomes involved in the specific cell type [116]. For example, 

in chronic myeloid leukemia, the translocation of chromosomes 9 and 

22, leads to the formation of a fusion protein between BCR and ABL 

genes, responsible for the disease. These genes are found in much 

higher proximity to each other in normal hematopoietic cells to the 

expected based on their random distribution [117-119].  

Another example is given by the mouse lymphoma, in which it is 

often found a translocation between chromosomes 12 and 14, while 

translocations between chromosomes 5 and 6 are more likely to 

happen in mouse kidney cancer cells. Moreover, other studies 
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showed that a high degree of intermingling between chromosomes 

(looping out the chromosome territories) could affect the 

translocation frequency between the chromosomes [41]. 

Also mutations in genes coding for proteins associated to nuclear 

architecture may result in serious disease. For instance, mutations in 

genes coding for lamins or internal nuclear envelope proteins, which 

cause also the disassembly of the heterochromatin domains at the 

nuclear periphery, are responsible for several human degenerative 

diseases [120,121]. Also mutations in genes coding for cohesin and 

CTCF, that lead to changes in TADs organizations, are often seen in 

tumor, but it is still not clear the role of domains rearrangement in 

cancer formation [122].  
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1.3 The organization of budding yeast nucleus  

1.3.1 The “Rabl-like” configuration 

The budding yeast nucleus, as well as all the eukaryotes, is delimited 

by a double layer membrane, the nuclear envelope, which is 

continuous with the endoplasmic reticulum. In budding yeast, 

differently from the majority of eukaryotic organisms, the nuclear 

envelope persists intact also in mitosis, the cell cycle stage when the 

cell divides to from two daughter cells with the same genetic 

material. For this reason, in budding yeast mitosis is called “closed”.  

The nuclear envelope regulates the molecules trafficking between 

cytoplasm and nucleus through about 200 nuclear pore complexes 

(NPCs). NPCs is composed by 456 nucleoporins of 30 different types 

assuming doughnut-shaped structure with eightfold symmetry 

around a central channel [123]. Flexible NPC protein filaments that 

are in the cytoplasm and nucleoplasm sides are the binding sites 

responsible for proteins transport and chromatin anchorage. The 

nuclear envelope in S. cerevisiae differs from the mammalian one 

also because it lacks lamins. But other proteins play the same role of 

lamins in chromosome anchorage; for example, Mps3, a member of 

the SUN family which is a shared component of the INM (Inner 

Nuclear Membrane) and of the spindle pole body (SPB) [124]; and 

Heh1 and Heh2, orthologs of the mammalian lamin associated 

protein MAN1 [125], and Esc1 (Enhancer of silent chromatin 1) 

which anchors silent chromatin to the INM [126]. Apart from 
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separating the nucleoplasm from the cytosol, the nuclear envelope 

creates also chromosomes subcompartments in the nucleus. 

Chromosomes are in fact organized in a so called “Rabl like” 

organization, because resembles the one observed by Carl Rabl in 

Salamandra larvae cells in the end of the 19th century [34]. This 

conformation depends on interactions between specific regions of 

chromosomes with structural components of the nuclear envelope. 

Three compartments are easily distinguished in the budding yeast 

nucleus: the cluster of centromeres close to the SPB; the nucleolus, 

which occupies around a third of the nuclear volume, bound to the 

nuclear envelope on the opposite site of the SPB; and the anchoring 

of the telomeres also at the inner membrane of the nuclear envelope 

(figure 1.5).  

Figure 1.5 Rabl like configuration of budding yeast nucleus. (A) Schematics of 
yeast nucleus configuration. All centromeres are cluster close to the SPB, the 
nucleolus lies on the opposite pole of the SPB and the telomeres organize in few 
foci at the nuclear periphery. (B) Three-dimensional model of the yeast genome.  
Adapted from [72,127]. 

Each chromosome has one centromere, which in yeast corresponds 

to a short specific DNA sequence of 125 base pairs. In other 
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organisms instead, centromeres are not defined by a specific 

sequence but from epigenetic marks [128]. The centromeric 

chromatin is transcriptionally inactive and recruits the kinetochore, a 

protein complex which is responsible to attach the chromosomes to 

the spindle pole body (SPB), through the microtubules. In yeast, each 

centromere is attached to the SPB by one single microtubule, and 

they stay attached during the whole cell cycle.  

The 32 budding yeast telomeres are also anchored to the NE but in 

different foci. Telomeres are composted by irregular tandem repeats 

of 250–300 base pairs (called TG1-3) which are at the two ends of 

each chromosomes [129]. They also have an overhang of the G-rich 

strand, which is 10–15bp in length and is the substrate of telomerase 

[130], a conserved ribonucleoprotein complex with reverse 

transcriptase activity important for preventing progressive erosion of 

chromosomes ends.  

The first observation of the Rabl like configuration of yeast 

chromosomes was done by FISH [131]. Later on, several experiments 

using chromosome conformation capture technique gave new insight 

in chromosomes conformation and confirmed the Rabl like 

configuration [72]. The metacentric chromosomes, like chromosome 

III and VI have been shown to have the two telomeres juxtaposed, 

while chromosomes with different length seem to interact less likely. 

[44,107,132]. These findings have been confirmed by Duan et al, 

who performed genome-wide chromosome conformation capture 

experiment in budding yeast. They could also find chromosomal 

territories yeast. In fact, contacts among different chromosomes are 
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lower than the intrachromosomal ones. But the intrachromosomal 

contacts decrease in genomic regions far from the centromeres, 

suggesting that yeast chromosome arms are highly flexible, and 

chromosome territories are much less defined compared to 

mammalian cells.  

The biggest substructure of budding yeast nucleus is the nucleolus. It 

is the site where rDNA is located and occupies roughly one third of 

the nucleus opposite the SPB [107,133]. The nucleolus is, thus, a 

physical and functional compartment. In fact, it is the site where RNA 

pol I-mediated rDNA transcription and ribosome subunits assemble. 

The rDNA is composed by in 100–200 tandem repeats. Each repeat 

unit is 9.1 kb in size and yields a 35S precursor rRNA, transcribed by 

RNA polymerase I and a 5S rRNA, transcribed by RNA polymerase 

III. The 5S unit is surrounded by two intergenic spacers, IGS1 and 

IGS2. Within this spacer there is a so-called polar replication fork 

barrier (RFB), a recombination enhancer (RE), a RNA polymerase I 

transcription initiation region (TIR) and an origin of replication 

(ARS, from autonomously replicating sequence).  

1.3.2 Mechanisms of DNA anchoring to NE  

There are two redundant mechanisms responsible of the telomeres 

tethering to the inner nuclear membrane, one requires the silencing 

factor Sir4, and the second the yKu70/yKu80 heterodimer [134, 135] 

(figure 1.6). Sir4 binds telomeric chromatin through its interaction 

with Rap1 (Repressor Activator protein 1) which binds the double-

stranded telomeric repeat [136]. Sir4 binds to Rap1 together with Sir3 
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forming a stoichiometric complex with the NAD-dependent histone 

deacetylase Sir2 [137-139], that mediates the transcriptional 

repression at the subtelomeric regions [140,141]. Sir4 anchors the 

telomeric chromatin to the NE via its partitioning and anchoring 

domain (PAD), which binds the protein Esc1 that localizes in patches 

at the inner part of the NE and it is excluded from the nuclear pores 

complexes [126,142,143].  

 

Figure 1.6 Mechanisms of telomere anchoring to the NE. Sir4, yKu80 and Mps3 
bind the Esc1 C terminus. yKu80 binds also telomerase. Telomerase binds Mps3 
in S phase through interaction with Est1. In G1 yKu binds the NE in a Esc1- and 
Mps3-in dependent manner. Adapted from [127]. 

 

Although Sir4 and yKu80 interact, in mutants in which yKu80 is not 

able to interact with Sir4, yKu80 retains its role in anchoring the 

chromatin to the NE [126,144]. This is mediated by the binding of 

yKu80 to telomerase [145]. Interestingly, the Sir4-independent 

tethering mechanism of telomeres to the NE mediated by yKu80, 

changes depending on the cell cycle stage of the cell. In S phase, 

when chromosomes are being replicated, the DNA end binding factor 



Introduction 

 26 

yKu80 binds a stem-loop in the telomerase RNA Tlc1 and Est1 which 

forms a complex with Est2, the catalytic subunit of telomerase. Est1 

in turn interacts with the acidic amino-terminal domain of the integral 

nuclear membrane protein Mps3 [124,145,146]. This anchoring 

process specific to S phase has also a role in preventing hyper-

recombination among telomeres that could happen by unequal strand 

invasion during replication in S phase [145]. After S phase the yKu-

telomerase-Mps3 anchoring is off, allowing the telomeres to be 

dislodged from the NE, probably facilitating so the sister 

chromosomes segregation during mitosis. Mps3 protein is also part 

of the Sir4-dependent mechanism of telomeres anchoring in S phase 

[147]. In G1 phase, when DNA still did not start replication, the 

anchoring role of yKu80 is independent from telomerase and requires 

yKu80 interaction with yKu70. It is still not clear however which is 

the binding partner at the NE, since is independent both from Mps3 

and Esc1.  

The anchoring of the rDNA at the nuclear envelope has been 

proposed as a mechanism to stabilize the rDNA repeats preventing 

their recombination. In fact, when rDNA is repaired for a double 

strand break, it gets transiently delocalized outside the nucleolus at 

the interior of the nucleus [148].  
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1.4  Nuclear organization and function in yeast  

1.4.1 Telomere silencing  

The expression of several RNA Pol II transcribed genes near a 

telomere are repressed, a phenomenon called TPE (telomere position 

effect), or telomere silencing, which is nor gene neither telomere 

specific. TPE was discovered in budding yeast in the early ’90s, when 

it was discovered that upon the integration of the URA3 cassette 

marker right upstream the left telomere of chromosome VII, many 

cells expressing the marker were also resistant to a drug which kills 

cells expressing URA2 (FOA). These cells carried a non-mutated 

copy of URA3, and moreover the FOA-resistant phenotype was 

reversible. It has been shown that the phenotype is actually due to the 

mRNA levels of URA3. In fact, when cells grow on medium lacking 

uracil they express 10 times more URA3 mRNA than FOA-grown 

cells [149].  

TPE is initiated at telomeres and it spreads several kilobases from the 

Rap1-bound telomeric repeats into subtelomeric nucleosomes. This 

spread is mediated by protein-protein interactions between Sir3 and 

Sir4 with the N-terminal tails of histones H3 and H4 [150,151] and 

the deletion of the amino terminal tails of histones H3 and H4 

abolishes TPE [140,152,153]. 

The peripheral clustering of telomeres in few foci not only represents 

a physical compartment but also a functional one. In fact, the Sir4 

protein, which is responsible together with yKu proteins of NE 
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anchoring, is also involved in the transcriptional repression of 

subtelomeric chromatin, providing a mechanism for self-

organization of transcriptional repressive region. The amount of SIR 

proteins in the nucleus, Sir3 and Sir4 in particular, is highly 

regulated. Each SIR complex binds in equal molar ratio one Rap1 

protein and one subtelomeric nucleosome [141]. Hence, the 3 to 8 

foci of telomeres concentrate in their site between 30 and 40 SIR 

complexes. The histone deacetylase activity of Sir2 is also required 

for TPE, as acetylation, especially of histone H4K16, decreases 

Sir3/4–histone interactions [154]. Not only Sir2, but many others 

genes that modify histones or that regulate histone modifications also 

affect TPE. The fact that the limited amount of Sir proteins 

concentrates in these compartments limits the probability that this 

repressive complex localizes in different regions of the nucleus, 

avoiding so the eventual Sir-dependent repression of promoters of 

genes non located at the periphery [154]. This theory is supported by 

two studies, which reported that deleting yKu70 or Esc1, that is, 

disrupting so the telomere anchoring, genes in the internal loci get 

repressed and the subtelomeric ones get derepressed [155,156]. 

However, a third study showed no correlation between the location 

of a specific gene at the telomere clusters and its silencing efficiency 

[157].  

Intriguingly, early studies suggested that TPE does not only requires 

the proximity to a telomeric sequence but also to be close to the 

telomere itself, as an 81-bp internal tract of telomeric DNA does not 

silence an adjacent gene [149]. However, another study showed that 

long (300 bp) internal tracts of telomeric DNA can repress 
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transcription [158].  

In genome-wide transcriptional studies by Wyrick and colleagues it 

was found that 267 genes that are within 20 kb of a telomeres, 

produced 5 times fewer mRNA molecules (0.5/cell) compared to 

genes that are not telomere proximal. But the low transcriptional 

activity of this genes was not only dependent on Sir3. In fact, only 

the expression of 20 out of 267 was inhibited by Sir3, and they were 

all within 8 kb from a telomere [159].  

Other evidences showed that Hda1 also deacetylates subtelomeric 

domains, causing the repression of genes between 10–25 kb from 

telomeres [160].  

The telomeric proximity appears to be a nuclear compartment in 

which a specific set of genes is regulated. In fact, many genes close 

to the telomeres, which are hypothesized to be regulated either via 

Sir3 or via Hda1, are not expressed under standard growth conditions, 

they are for example involved in rapamycin resistance [161], stress 

responsiveness, and ability to grow in nonstandard carbon sources 

[160]. 

In conclusion, these studies, do not clearly show if the spatial position 

of genes is actually important for their transcriptional regulation, or 

if it is only their epigenetic state. To address this question we use 

performed a genome-wide analysis of RNA transcription in strains in 

which entire chromosomes, and hence also single gene loci, have 

been delocalized from their initial position, without generating any 

mutations in genes responsible for the tethering of telomeres to the 
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NE, and neither in genes responsible to regulate gene transcription.  

 

Figure 1.7 Left. Polymerase II transcription domains. PolII transcriptionally 
repressive domains, are found at the nuclear periphery, where silencing proteins 
are concentrated. In the nuclear interior and in the proximity of NPCs there are 
domains permissive for transcription. Right. Molecular determinants of 
transcriptional silencing acting at telomeric and subtelomeric regions .Adapted 
from [109].  

 

1.4.2 Inducible gene expression at Nuclear Envelope 

The nuclear envelope (NE) is not only a “repressive” region, instead 

it appears as a mosaic in which the regions close to the NPCs are 

actually associated with highly transcribed genes. The first evidence 

that associated the nuclear pore complex with gene transcription was 

given by Ishii and colleagues, who showed that the nucleoporin Nup2 

prevents the spreading of heterochromatin to a reporter gene by 

bounding to its promoter [162]. By using the LacOp/GFP–lacI 

tagging method, several inducible genes, like INO1, HXK1, GAL1, 

GAL2, HSP104, were shown to be relocated from the nuclear interior 

to the nuclear periphery, in proximity to the NPC when activated 

[62,163]. The association to the NPC can be of importance for 

inducible genes because they are likely to require rapid and high level 
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expression and export, which can be facilitated by their proximity to 

the pores.  Additionally, genome-wide chromatin 

immunoprecipitation studies [164,165] showed that a number of 

highly transcribed genes are interacting with components of the NPC 

and the nuclear transport machinery, although their stable interaction 

did not seem to be necessary for their activation [164]. It is not yet 

clear how specific genes get associated to the NPC, but the 

association depends both on the promoter and on the 3’UTR of the 

gene. For example, the activation of HXK1 by targeting the viral 

transcriptional activator VP16 to its promoter leads to the movement 

of the loci in the interior instead of being target at the periphery. 

Moreover, two identical constructs, which included the same GFP 

reporter gene driven by the GAL1 promoter but carrying different 

3’UTRs show different localizations, but the same level of 

transcriptional activation in galactose. Different studies show also 

that transcription per se is not necessary for the anchorage of a gene 

to the NPC, but the initiation of transcription [166-168]. For example, 

the Nup2 interaction with the GAL locus needs the TATA box, the 

specific activator GAL4 and its DNA binding site (UASg), but not 

the SAGA histone acetyltransferase nor active transcription. In fact, 

the mutant of the largest RNA polII subunit still recruits GAL1 or 

INO1 genes to the NPC.  

Two more studies decoupled the expression levels with loci 

localization. It was shown that the disruption of the interactions of 

GAL1 or HSP104 genes with the NPC did not affect expression 

levels, suggesting that the localization of these genes could be a 

consequence rather than a cause of transcriptional activation 
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[166,169]. Other evidences instead, suggested that the NPC has a 

regulatory function in gene transcription. For example, the artificial 

targeting of components of the Nup84 nuclear pore subcomplex to 

the promoter of a reporter gene activates its transcription [170].  

Another role of the NPC could be the to act as an epigenetic mark 

allowing past events to be remembered. In fact, the GAL1 gene 

remains associated with the NPC for at least six generations after its 

repression, and this association allows the gene to be activated faster. 

This “cellular memory” requires the incorporation of the histone 

variant H2AZ [168].  

Hence, the nuclear envelope plays a dual role in transcriptional 

regulation: first, it creates a telomeric repressive compartment, and 

second, in the proximity of the NPC, it promotes transcription. The 

two functionally distinct compartments have been shown to not 

overlap, as by microscopy the positioning of subtelomeric domains 

is in-between nuclear pores [126].  

The fact that repressive and active compartment at the nuclear 

periphery are close, can actually favor both the efficiency and the 

reversibility of gene induction. This can be especially important for 

subtelomeric genes, which are mainly involved in the usage of 

alternative carbon sources and need to be highly expressed only 

under specific growth conditions [171]. In fact, the artificial 

association of the HXK1 subtelomeric gene with the nuclear 

periphery improves both its repression on glucose medium and its 

activation in the absence of glucose [172].  



Introduction 

 33 

 

1.4.3 Replication and nuclear organization in yeast  

Beside gene expression, DNA replication timing appears also to be 

influenced by chromosome positioning and topology.  

Chromosome replication initiates at specific sites of the 

chromosomes, called origins of replication, which in budding yeast 

are sequence specific dependent [173]. There are around 500 

Autonomously Replicating Sequences (ARS) in all the budding yeast 

genome, which are recognized and bound by replication factors and 

where replication starts. During S phase DNA duplication does not 

start from every ARS, and some of them tend to replicate in early S 

phase, and others in late S phase, named early firing and late firing 

origins respectively [174].  

Interestingly, early origins tend to cluster together, and are localized 

mostly close to the centromeres and in the interior of the nucleus 

[175,176]. Late origins do not cluster together and tend to be at the 

periphery (figure 1.8). It has been shown that the early firing origins 

clustering is due to two different mechanisms. The clustering of 

origins which are not close to the centromeres depend on the two 

Forkhead transcription factors Fkh1 and Fkh2, either by binding to 

origins and homodimerize, or by binding to different origins 

[177,178]. This clustering is thought to favor the binding of the 

initiation replication factor Cdc45, whose amount is limited only to a 

fraction of origins at the time. So when the early replicating origins 

have started, Cdc45 gets released and available for the initiation of 
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replication of the late firing ones. The origins which are close to 

centromeres, in a range distance of 19 kb maximum, are early firing 

and the binding of Cdc45 is Fkh independent [179,180]. In Fkh1 and 

Fkh2 mutants in fact, Cdc45 amount at the centromeric origins is 

increased, probably due to the fact that more Cdc45 is available and 

centromeric proximal origins fire even earlier [180].  Probably the 

clustering mediated by centromeres play the same role of Fkh1 and 

Fkh2. Also yKu70, a protein responsible for tethering telomeres to 

the periphery, seems to play a role in origin firing timing. Strains with 

deleted yKu70 show an advance of replication timing as well as Sir3 

deleted strain [181,182]. Also histone acetylation level is important 

in regulating the time of firing of early origin. Deletion of RPD3, 

which deacetylates histones, advances the non subtelomeric late 

firing origins [183,184]. But this does not cause the late firing origins 

to initiate replication as early as the early firing ones.  

 

 

 

 

 

Figure 1.8 Schematics representing early and late origins location in the budding 
yeast nucleus. Early origins cluster together close to the SPB and in the nuclear 
interior. On the contrary, late origins are distributed far apart to each other in the 
nuclear space. 
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Altogether, these evidences suggest that local factors, like histone 

acetylation, as well as long-range organization of chromosomes 

cooperate together to determine replication timing in budding yeast. 

1.5 Modeling budding yeast nucleus  

Computational modeling of entire genomes or parts of chromosomes 

are often combined with experimental procedures to characterize the 

genome organization and how chromatin folds. It is useful, especially 

to study to what extent the genome folding is dependent on the 

physical properties of the DNA fiber, and hence to know how 

important are functional processes in genome organization. I will 

now summarize two examples of computational models of budding 

yeast genome architecture.  

The first one is a “direct model”, meaning that it is actually based on 

the laws of polymer physics, relying on minimal physical 

assumptions and very few parameters. Whit this modeling Wong and 

colleagues investigated if a polymer model with a very few set of 

assumption could predict the architecture of the yeast genome [185]. 

They represent the 16 chromosomes as self-avoiding chains 

composed by jointed rigid segments (called Kuhn segments) with a 

length of 60 nm, a diameter of 20 nm and DNA content of 5 kb. The 

budding yeast nucleus is represented by a sphere with a 1 µm radius 

which encloses the 16 chains. The simulations of the chains motions 

were done following the Brownian dynamics and three constraints 

were added to the generic polymer model. First, the centromeres were 
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attached to a structure which mimics the SPB by an additional 

segment, to simulate the centromeric cluster close to the SPB. Then 

since the telomeres were known to be anchored to the INM (Inner 

Nuclear Membrane), a radial outward force was applied to keep the 

32 end segments in the vicinity of the periphery of the sphere. Finally, 

a 1.5 Mb rDNA locus of chromosome 12 adjusting the diameter of 

the segments to 200 nm was modelled to reach the effective volume 

of the nucleolus in the opposite side of the SPB.  The simulations 

were run till reaching the equilibrium and then the models were 

sampled at large time interval. Finally, they compared the predictions 

obtained using the models with the experimental data, such as the 

presence of nuclear territories, the distances between specific 

genomic loci and the contact frequencies obtained by chromosome 

conformation capture techniques. The results showed that the 

polymer models were able to recapitulate, with a high degree of 

agreement, the experimental data, suggesting that in budding yeast 

genome architecture can be a consequence of physical properties of 

the chromatin fiber, with the exception of the specific sequences 

(centromeres, telomeres and rDNA) [185].  

Unlike to the “direct” modeling, the “inverse” ones reconstruct 

chromosome configurations from large data sets. An example is 

given by the work of Duan and colleagues, who reconstructed the 

budding yeast chromosome architecture using Hi-C data [72]. In this 

model the polymer chains were represented by beads with a DNA 

content of 10 kb. Then they transformed the Hi-C contact frequencies 

into distances between pairs of beads. This transformation as done 

first by plotting the average intrachromosomal contact frequencies as 
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function of genomic separation s, and then by assuming a DNA 

compaction in chromatin of 130 bp/nm. Next, they transformed the 

genomic separation s into spatial distances (estimated in [186]). In 

this way they could estimate all the intrachromosomal and 

interchromosomal dis-tances. Several geometric constraints were 

then added to the modeling: the chains were enclosed in a 1um radius 

sphere; assuming a folding of 30 nm fiber, two beads on the same 

chromosome could not be closer than 30 nm; and finally the rDNA 

and the centromeres were constrained on the opposite poles of the 

sphere. Since all the calculated distances among the beads could not 

been satisfied at the same time, they performed an optimization step, 

in which all the beats were moved till reaching the conformation that 

satisfied the best all the constrains imposed.  

This model reproduced very accurately some of the features of the 

yeast genome, like the chromosome arms extended away from the 

SPB, and the 16 centromeres clustering together. But, since it is a 

static model, it cannot reproduce the cell to cell variability of nuclear 

positioning, which instead can be reproduced in the direct model 

described above. 
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2. Objectives 
 

Chromosomes and genes are not randomly organized inside the 

nucleus. Chromosomes occupy discrete territories in the nuclear 

space which correlate with cell types and gene content. Gene loci 

positioning correlates with transcription level and replication timing. 

We thus wondered whether changes in chromosomal arrangement 

affect nuclear processes and physiological responses. To address this 

question we used as a tool budding yeast strains carrying 

chromosomal translocations generated by chromosome fusion. 

 

The objective of the work presented here were to determine: 

 

• How chromosome fusion affects nuclear organization. 

• Whether changes in nuclear organization reflects in changes 

in gene transcription. 

• The influence of chromosome rearrangement in replication 

timing. 

• Whether chromosomal rearrangements affect cell physiology. 
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3.  Materials and methods 

3.1 Cell growth 

3.1.1 Growth media 

Yeast cells were normally grown on rich YP medium ((1% Yeast 

Extract (Becton Dickinson, #212720), 2% BactoPeptone (Becton 

Dickinson, # 211820)), supplemented with 2% sugar (Glucose 

(Sigma-Aldrich, #G7528), Galactose (Sigma-Aldrich, #48260) or 

Sucrose (Sigma-Aldrich, #S0389)). Rich medium was supplemented 

with 0.004% adenine (Sigma-Aldrich, #A9126). 

For antibiotic selection rich medium was supplemented with the 

following compound: 100mg/L nourseothricin (ClonNAT, Werner 

Bioagents, 51000). 

For selection of auxotrophic markers cells were grown on synthetic 

minimal medium, lacking the amino acid of choice. Complete 

synthetic minimal medium was composed of 0.67% Yeast Nitrogen 

Base w/o ammonium sulfate (Becton Dickinson, #291920), 0.004% 

adenine (Sigma-Aldrich, #A9126), 0.002% uracil (Sigma-Aldrich, 

#U0750), 0.002% tryptophan (Sigma-Aldrich, #T0254), 0.002% 

histidine (Sigma-Aldrich, #53319), 0.003% lysine (Sigma- Aldrich, 

#62840), 0.003% leucine (Sigma-Aldrich, #61820) and 0.002% 

methionine (Sigma-Aldrich, #M9625). Solid medium contained 2% 
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agar (Becton Dickinson, #214510). Agar, Peptone and yeast extract 

were mixed with water and autoclaved, all other components were 

filter sterilized.  To stock strains, cells were scraped directly from 2-

3 days old rich solid medium and resuspended in 30% glycerol/70% 

liquid rich medium. Stocks were kept at -80 °C.  

3.1.2 Automated growth experiments  

Automated cell growth experiments were performed essentially as 

described [187]. 

Yeast cells were grown in a pre-growth cultivation overnight in YP 

medium (1% Yeast Extract (Becton Dickinson, #212720), 2% 

BactoPeptone (Becton Dickinson, # 211820)), supplemented with 

2% sugar (Glucose (Sigma-Aldrich, #G7528) and 0.004% Adenine 

(Sigma-Aldrich, #A9126).  

Growth experiments were performed in a 96 well Falcon flat bottom 

microwell plate in at 30°C in a TECAN Infinite M200 plate reader 

with 120µl medium per well. An optical density (OD) measurement 

at 600nm was made every 10 minutes to follow cell growth. The 

plates were shaken linearly every second minute for one minute. The 

start OD600 is in the linear range around 0.1. Measurements were 

taken for 48hrs, if the stationary phase had already been reached, 

otherwise for longer, till cultures reach the stationary phase. The 

different growth conditions used in the experiments are: 2% Glucose, 

2% Galactose, heat (42ºC), 400 µg/ml Paraquat (superoxide), 1.25M 

NaCl, 30 µg/ml 5FU, pH3, pH7.5, Tunicamycin 1.5 µg/ml, 0.01% 

MMS, 0.7M CaCl2, 225mM LiCl, 5mM Arsenite, 15% Methanol, 15 
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mg/ml Hydroxyurea, Glycerol, 2.5mM DTT, 0.1 µg/ml 

Cycloheximide, 20 µg/ml Doxorubicin, H2O2, 50 µg/ml Benomyl. 

3.1.3 Analysis of yeast cell growth  

ODs, taken every 10 minutes, are divided by the initial OD 

(calculated by averaging the first five ODs) and transformed into a 

growth curve by applying natural logarithm. A smoothing procedure 

is applied to the corrected ODs by averaging each point with its eight 

closest neighbours. Since growth rate is given by the slope of the log 

transformed ODs, maximal growth rate is identified as the maximum 

value of the curve. The doubling time is calculated as [ln (2)/maximal 

growth rate]. The maximum yield was determined by measuring the 

optical densities (OD600nm) as a function of time (min), and plotted as 

raw OD curves.  

3.2 Yeast strains 

Saccharomyces cerevisiae strains are derivatives of S288c 

background. The strains carrying the TetO and LacI arrays on 

chromosome IV were derived from a previously described strain 

[188] of a BF264-15 15D background [189]. All haploid strains 

carrying the TetO and LacI arrays used in this study have genomic 

contributions corresponding to 1/2 S288c, 1/4 W303 and 1/4 BF264-

15D. Fused chromosome strains were generated by transformation as 

described [190,191]. As fused chromosomes were generated by 

transformation, they are always isogenic to the corresponding mutant 
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strain with normal karyotype, except for the subtelomeric genes that 

were lost during chromosome fusion. 

Cells used in BrdU experiments were transformed to render them 

competent for the incorporation of BrdU. Cells were transformed 

with the plasmid p306-BrdU-Inc [192] linearized with StuI and 

selected in synthetic minimal medium lacking Uracil. 

Cells used for live cell imaging were transformed to generate a 

Nup60-mCherry fusion protein to visualize the nuclear envelope.  

The template plasmid to generate a fluorescent mCherry fusion 

protein was provided by Karsten Weiss (University of California, 

Berkeley). 

3.2.1 Yeast transformation 

Transformations of PCR products or linearized plasmids were 

generated essentially as described in [193]. Yeast cells were 

inoculated overnight in liquid medium and diluted to an optical 

density of OD600=0.1 in 10ml rich medium in the morning. Cells 

were harvested when the cultures reached an optical density of 

OD600=0.6 by centrifugation at 400g for 5min at room temperature 

in a 15ml tube. Cells were washed in 1ml transformation buffer 

(100mM Li acetate, 10mM Tris, 1mM EDTA, pH 8) and resuspended 

in 72µl transformation buffer. 8µl of freshly denatured, chilled 

salmon sperm DNA (10mg/ml salmon sperm DNA (Sigma-Aldrich, 

#D1626); 10min denatured at 95 °C, cooled on ice) were added to the 

cells. 1-10µl of PCR product or plasmid were added to the cells, 



 Materials and Methods  

 45 

followed by 500µl of PEG buffer (as transformation buffer, but 

containing 40% PEG-3350 (Sigma-Aldrich, #P4338) and incubated 

on a rotating wheel for 30min. After addition of 65µl of DMSO 

(Sigma-Aldrich, #D2650) cells were heat-shocked for 15min at 42 

°C. Cells were harvested by centrifugation at 400g for 2min, 

resuspended in 100µl medium and plated. Selection for auxotrophic 

markers was carried out directly on synthetic minimal medium 

lacking the amino acid of choice. For selection of antibiotic 

resistances, cells were first plated on rich medium and replicated onto 

plates containing the antibiotic after 1-2 days. Genomic DNA of 

transformants was isolated for analysis by PCR essentially as 

described [194]. 

3.3 RNA isolation and sequencing (RNA-Seq) 

3.3.1 RNA isolation 

Cells were harvested by centrifugation and total RNA was extracted 

from fresh pellets using a RiboPure Yeast Kit (Ambion). RNA 

concentrations were determined using a NanoDrop 1000 (Thermo 

Scientific), while quality and integrity was checked using a 

Bioanalyzer 2100 (Agilent Technologies) at the CRG 
Ultrasequencing Unit.  

3.3.2 Sequencing and bioinformatics analysis 

The isolated RNA was sequenced at the CRG Ultrasequencing Unit 

facility on a HiSeq2000 (Illumina).  
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For each biological replicate, paired-end reads of 50 bp were aligned 

to the reference S. cerevisiae genome (R64-1-1) using STAR [195] 

with parameters --outFilterMultimapNmax 1 --alignIntronMin 10 --

alignIntronMax 10 --alignMatesGapMax 5000. Next, the resulting 

uniquely mapped reads were filtered for PCR and optical duplicates 

using Picard (https://github.com/broadinstitute/picard). The 

coverage per nucleotide was than computed using the BedTools 

[196]. Next, the coverage per nucleotide was used to compute the 

average coverage per region of 3.2kb, which correspond to the size 

of a single particle of the produced 3D computer models. The 

differentially expression analysis was carried out using DESeq2 to 

test whether particles had a Log2 fold-change significantly higher 

than 0.58 in absolute value (p-value < 0.05), which corresponds to an 

expression fold-change of 1.5. 

3.4 IF-FISH 

3.4.1 FISH Probe  

Genomic DNA was isolated from log phase culture by 

Phenol:Chloroform:Isoamyl alcohol (Sigma-Aldrich, #P2069) 

extraction, and treated with RNase as described [197]. Genomic 

DNA extracted has been used as template to amplify a 6 kb PCR 

fragment from the subtelomere of the right arm of chromosome IV. 

The primers designed to amply the fragment are: 

5’-atctttccttacacataaactgtcaaaggaagtaaccagg-3’; 

5’-gtaacatacaaactcaacgcctactaagattaatacatca-3’. 

The 6kb fragment was then labeled with Alexa Fluor® 488 dye by a 
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nick translation reaction using the kit FISH TagTM DNA Multicolor 

Kit (Invitrogen). 

3.4.2 IF-FISH 

 

IF (Immunofluorescence) 

FISH-IF was performed as described [198].  

After an overnight culture 1–210

 

cells/ml were treated with 10 mM 

DTT in 0.1 M EDTA/KOH, pH 8.0, to make them competent for 

spheroblasting. Cells were then treated with 0.4 mg/ml Zymolyase 

100T (Seikagatu Biobusiness, #120493) for 15 min at 30°C in YPDA 

medium containing 1.1 M sorbitol (YPDA-S). This treatment alloed 

the cells not to be compleately converted into spheroplasts, but 

partially retained their cell walls, to help stabilize their three-

dimensional structure. Partially spheroblasted cells were fixed for 20 

min by incubation at room temperature with 3.7% paraformaldehyde 

in YPD-S. Cells were recovered by centrifugation (1000g for 5 min), 

washed three times in YPD-S, resuspended in YPDA, spotted on 

Teflon slides, and left to air-dry for 5 min. Slides were immersed in 

methanol (6 min) and in acetone (30 s) at 20°C. Slides were then 

rinsed in a phosphate-buffered saline containing 0.1% Triton X-100 

(PBS-T) and 1% ovalbumin. Slides were incubated overnight at 4°C 

(or for 1 h at 37°C) with the primary antibody Anti-Nuclear Pore 

Complex Proteins antibody [Mab414] - ChIP Grade (ab24609) 

diluted 1:2 in PBS-T. Slides were then washed in PBS-T and 

incubated with the preabsorbed secondary antibody Cy™5 
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AffiniPure Goat Anti-Mouse IgG (H+L) diluted to 0.025 mg/ml in 

PBS-T at 37°C for 1 h. 

 

FISH (Fluorescent In Situ Hybridization) 

After immunofluorescence (IF), slides were fixed again in PBS 

containing 3.7% freshly paraformaldehyde for 20 min and incubated 

overnight in 4x SSC, 0.1% Tween 20, 20 µg/ml of RNase A at room 

temperature. The slides were then washed in water, sequentially 

immersed for 1 min in 70, 80, 90, and 100% ethanol at 20°C, and air-

dried. Slides were then denaturated at 72°C with of 70% formamide 

and 2  SSC, slides were again immersed for 1 min sequentially in 

70, 80, 90, and 100% ethanol at 20°C and air-dried. The 

hybridization solution (50% formamide, 10% dextran sulfate, 2x 

SSC, 0.05 mg/ml labeled probe, and 0.2 mg/ml single-stranded 

salmon sperm DNA) was then applied and slides were incubated at 

10 min at 72°C. Slides were incubated for 48 h at 37°C to allow the 

hybridization of the probe. Slides were then washed twice for 10 min 

each at 42°C in 0.05x SSC and twice in BT buffer (0.15 M NaHCO, 

0.1% Tween 20, pH 7.5) with 0.05% BSA for 30 min.  

After three washes in BT buffer, slides were mounted in 1x PBS, 80% 

glycerol, 24 µg/ml 1,4diazabicyclo-2,2,2,octane, pH 7.5.  
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3.5  Microscopy and images analysis 

Live-cell microscopy was carried out with a Leica imaging system 

(AF6000). All live-cell images were acquired at 30°C with a ×100 

objective lens. Eleven 0.2 µm thick z-sections were collected.  

Images from IF-FISH were acquired on a confocal microscope (Leica 

TCS SPE) with a ×100 objective lens. 

Distances were measured were measured between local maxima on 

single planes using ImageJ (http://rsb.info.nih.gov/ij/) and Microsoft 

Excel. In the figures of this work the images are represented as 2D 

maximum projections. Graphs and statistical analysis (t-test allowing 

for unequal variance) were performed with R software and Excel 

(Microsoft).  

 

3.6 BrdU-IP-Seq 

3.6.1 BrdU-IP 

Yeast cells were synchronized in G1 phase by addition of alpha factor 

(5µg /ml) for 150 min in YPDA. Cells were then released from G1 

by addition of pronase (50 µg/ml). For arresting them in early S phase 

and incorporate BrdU, cells were resuspended in YPDA containing 

0.2 M hydroxyurea and 400 g/ ml of BrdU for 60min. For 

immunoprecipitation of BrdU-labeled DNA, 1.5 × 106 cells were 

lysed five times for 2 min in NIB buffer (17% (v/v) glycerol, 50 mM 
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MOPS buffer, 150 mM potassium acetate, 2 mM magnesium 

chloride, 500 µM spermidine and 150 µM spermine, pH 7.2) with 

zirconium beads on a Vibrax shaker  at 4 °C.  The DNA was isolated 

using Qiagen genomic DNA extraction kit and fragmented by 

sonication to an average DNA size of 300–600 bp. For each BrdU 

immunoprecipitation, 50 µl of mouse anti-BrdU IgG1 (BD 

Bioscience, 555627) was prebound to DynabeadsRat anti-Mouse 

IgG1 (Invitrogen 110.37 ) and added to the denatured purified DNA.   

 

3.6.2 BrdU-IP analysis 

The BrdU-immunoprecipitated DNA was sequenced on a HiSeq2000 

(Illumina) at the CRG Unltrasequensing facility. Paired-end reads of 

50 bp were mapped by using bowtie2 [199] on S. cerevisiae genome 

(version sacCer3) with default parameters. The resulting aligned tags 

were in turn fed to MACS [200] tool (version 1.4.2) for detecting the 

local tag enrichment comparing sample vs input.  
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3.7 Polymer modeling 
 
Each yeast chromosome of wild type and fused chromosome strains 

was modeled using a bead-spring polymer model previously used and 

validated for modeling chromatin fiber [40,201]. This model consists 

of three different energy contributions each describing a general 

physical property of the chain. 

 

Excluded volume (Purely repulsive Lennard-Jones potential) 

Each particle occupies a spherical volume of diameter equal to 30nm 

and cannot overlap with other particle in the system. Considering the 

typical compaction ratio of the chromatin fiber in yeast [186], each 

particle contains about 3.2 kilo-bases of chromatin fiber. 

 

Chain connectivity (Finite extensible nonlinear elastic potential) 

Consecutive particle on the same chain are connected with an elastic 

energy, which allows a maximum bond extension of 45nm. The 

simultaneous action of the excluded volume and the chain 

connectivity prevents chain crossings.   

 

Bending rigidity (Kratky-Porod potential) 

The bending properties of a polymer chains are usually described in 

terms of the persistence length, which is the length-scale where the 

chain changes its behavior from rigid to flexible. According to the 

bending properties experimentally measured for the yeast chromatin 

fiber [186,202,203], the persistence length of each model chain was 

set to 61.7 nm for the internal region of the chromosome, and to 195.0 

nm for the terminal ones. The regions of the chains corresponding to 
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the telomeres (the 20 kb at the chromosomes ends) have, in fact, are 

more compact and rigid [9]. 

Since the modeling aims to describe the chromosomal configuration 

of haploid strains, the total number of beads in the system is 4,062, 

resulting from the presence of one copy for each yeast chromosome. 

Each chromosome is initially folded in a solenoidal arrangement, 

where a rosette pattern is repeatedly stacked so to yield an overall 

linear, rod-like conformation, as described [40,204]  

On top of the polymeric properties, the yeast chromosomes are also 

modeled taking into account the typical confining inside the nuclear 

volume and the attachment of specific regions to nuclear landmarks, 

similarly to the approach in [176]. The 2D projection on the (x,y) 

plane of the compartmentalization of the model nucleus is 

represented in figure 3.1. 

The chromosomes are consecutively placed inside a sphere of radius 

𝑅" = 1.0𝜇𝑚 centered in the origin (0,0,0). The sphere describing the 

typical shape of yeast cells in G1, according to imaging data [205], 

and interact with the chromosome particles as a rigid wall. To obtain 

the initial chromosome nuclear locations, the position of the 

chromosome centers is picked in a random, uniform way inside the 

nucleus, and the orientation of the rod axis is chosen randomly. The 

iterative placement proceeds from the longest to the shortest 

chromosome in a way that the newly added chromosomes must not 

clash with previously placed ones. In case of a clash, the placement 

attempt is repeated. 
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To simulate the tethering of the centromeres to the Spindle Pole Body 

(SPB), the motion of the centromeres particles was restrained into a 

spherical compartment of radius RSPB=150nm centered in 

coordinates cSPB=(-850,0.0,0.0) (see figure 3.1). 

To describe the formation of the nucleolus in the G1 nucleus the 

motion of the rDNA particles was restrained to a region occupying 

10% of the total nuclear volume and located at the opposite side of 

the SPB. This region is defined by the intersection of the nuclear 

sphere with a sphere of radius RNUCL=640.92nm whose center is 

located at cNUCL=(1000,0.0,0.0). Conversely, the other no-rDNA 

particles of the chromosome models are restrained to stay out of the 

nucleolar compartment. 

Finally, to represent the tendency of the telomeres to stay anchored 

to the nuclear envelope (NE), the periphery of the sphere (a shell 

within RPER=126nm from the nuclear envelope which accounts for 

one third of the nuclear volume) is attracting for the terminal particles 

of the chromosome chains. This effect, previously unexplored, was 

obtained using a Lennard-Jones attraction. 

In the FC strains, the chromosomes involved in the fusion are 

attached to each other using additional bonds between the telomeres 

involved in the fusion process [190,191]. These telomeres, which are 

attracted to the periphery in the wild type strain models, behave as 

internal chromosomal sequences in the FCs strains, and lost the 

attraction to the nuclear envelope. 
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Figure 3.1 2D representation of the model nucleus compartments. 
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4. Results  

4.1 Fused chromosome strains 

4.1.1 Generation of fused chromosome strains 

The spatial organization of the genome in the nuclear space is linked 

to important nuclear functions such as the regulation of gene 

expression and replication timing. A crucial question is whether 

nuclear organization is a cause or a consequence of nuclear functions.  

To study the effect of genome organization in nuclear processes I 

took advantage of strains carrying fused chromosomes generated in 

the Manuel Mendoza laboratory [190,191]. A total of 10 fused 

chromosome strains were generated by end-to-end fusion of 

chromosomes arms. Fusion was achieved by homologous 

recombination of a PCR DNA fragment containing a resistant 

cassette flanking sequence homologous to the subtelomeric regions 

of the two chromosomes being fused. This led to the joining of two 

chromosomes and to the loss of the telomeres and several 

subtelomeric genes (listed in table 4.1).  

To avoid the formation of dicentric chromosomes, which would lead 

to chromosomal bridges during mitosis, a pGAL1 promoter was 

inserted in front of one of the centromeres. By growing the cells in 
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medium containing galactose, the centromere was inactivated by the 

transcriptional machinery recruited to the pGAL1 promoter. Finally, 

the deletion of the conditional centromere or its replacement with a 

wild-type copy generated two stable strains carrying monocentric 

chromosomes with different centromeres active.  

FUSIONS DELETED GENES 

FC(IV:XII) CEN4 

FC(IV:XII) CEN12 
IRC4, YDR541C, PAU10, YLR460C, PAU4 

FC(IV:XV) CEN4 

FC(IV:XV) CEN15 

IRC4, YDR541C, PAU10, PHR1, YOR385W, FRE5, 
FIT3, FIT2, YOR381W-A 

FC(IV:XV:V) 
CEN4 

FC(IV:XV:V) 
CEN5 

IRC4, YDR541C, PAU10, PHR1, YOR385W, FRE5, 
FIT3, FIT2, YOR381W-A, YOL164W-A, 
YOLWtau1, YOLCdelta1, YOL166C, YOL166C, 
YOL16, PUG1, YER184C, SLO1, YERCdelta26, 
YER181C, FMP10, YERWdelta25, FAU1 /YER183C 

FC((IV:XV:XVI) 
CEN4 

FC(IV:XV:XVI) 
CEN16 

IRC4, YDR541C, PAU10, PHR1, YOR385W, FRE5, 
FIT3, FIT2, YOR381W-A, YOL164W-A, 
YOLWtau1, YOLCdelta1, YOL166C, YOL166C, 
YOL16 

FC(IV:XV:V:VII) 
CEN4 

FC(IV:XV:V:VII) 
CEN7 

IRC4, YDR541C, PAU10, YOL164W-A, 
YOLWtau1, YOLCdelta1, YOL166C, YOL166C, 
YOL16, PUG1, YER184C, SLO1, YERCdelta26, 
YER181C, FMP10, YERWdelta25, FAU1 /YER183C 

Table 4.1: List of genes lost upon generation of chromosome fusions 

Strains carrying more than two fused chromosomes were obtained by 

successive rounds of homologous recombination between 

subtelomeric regions, always using CEN4 as conditional centromere 

(figure 4.1 A). 
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Figure 4.1 (A) Example of generation of fused chromosome. The first step 
consists in the integration of pGAL1 upstream of CEN4. Then a fused chromosome 
is generated by homologous recombination between a bridging PCR fragment and 
chromosomes IV and XV, followed by deletion of CEN4 or CEN15. (B) Scheme of 
all fused chromosomes used in this work. 
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In this study, I describe experiments performed using 10 strains 

carrying chromosomal translocations, which were derived from 5 

different fusions involving 2, 3 or 4 different chromosomes joint 

together. Per each fusion, 2 different chromosomes arrangements 

were generated, depending on the active centromere. Strains carrying 

fused chromosomes were termed FC (fused chromosomes) followed 

by the names of the chromosomes which have been joint together, 

and the active centromere (figure 4.1 B). 

The generation of strains carrying fused chromosomes was expected 

to lead to important changes in chromosome configuration in 

comparison to the wild type strain. Since the centromeric sequences 

are required for the attachment of the chromosome to the SPB, we 

expected a large nuclear displacement of the chromosomes with 

deleted centromeres. Therefore, the two strains with different active 

centromeres per each fusion were expected to assume highly different 

arrangement in the nucleus, both compared to wild type and also 

between themselves.  Moreover, since the fusion involved the loss of 

telomeric regions, the chromosomal arms affected by the fusion were 

expected to be detached from the inner nuclear membrane.   

Finally, by fusing up to 4 chromosomes together, corresponding up 

to 4.3 Mb of chromosome length, we expected to alter the global 3D 

organization of the genome in the nuclear space and the inter-

chromosomal contacts. 

In summary, chromosomes fusion is expected to dramatically change 

the chromosomes arrangement in the nucleus. Therefore, they are a 

good tool to study the effect chromosome position in untouched 

aspects such as transcription or cell growth. 
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4.1.2 Growth analysis of fused chromosome strains  

To test if strains carrying fusions have defects in growth, an 

automated assay for cell growth was conducted using micro-

cultivation in liquid media of wild type cells and fused chromosome 

strains. The concentration of yeast cells in a growing population was 

recorded every 10 minutes by automatic optical density (OD) reading 

in a microplate-spectrophotometer. This method allows even minor 

changes in growth phenotype to be detected. Two variables were 

extrapolated from the growth curves: the rate of growth and the 

stationary-phase OD (reflected by the cell density at stationary 

phase). The growth was carried in a rich medium containing glucose 

(YPDA) in triplicates (figure 4.2). 

Fused chromosome strains grew at the same speed and reached the 

same yield when compared with the wild type strain (figure 4.2). The 

doubling time was around 2 hours and the maximum OD around 0.9 

(table 4.2).  

Chromosomal rearrangement derived from chromosomes fusion does 

not affect then cell growth in optimal growth condition. 

 

  



 Results  

 60 

 

Figure 4.2 Example of growth curves for calculation of growth parameters. Cell 
concentration is measured by OD660 nm every 10 min over a period of 48 hours 
in triplicates. The growth curves correspond to the natural logarithmic curve of 
wild type (red) and fused chromosomes (in blue), with standard deviations of the 
three experiments performed. The maximal growth rate corresponds to the 
maximal slope (dashed lines of wild type in red and fused chromosomes in blue) of 
the Ln curve. The doubling time of the cells is defined by Ln(2)/maximal slope. 
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 Doubling time (hours) maximum 
yield (OD) 

wt   2.14 ± 0.21 1.03 ± 0.09 
FC(IV:XII) CEN4 2.01 ± 0.11 1.00 ± 0.14 
FC(IV:XII) CEN12 2.19 ± 0.03 1.02 ± 0.20 
FC(IV:XV) CEN4 2.14 ± 0.15 1.02 ± 0.01 
FC(IV:XV) CEN15 2.08 ± 0.16 1.02 ± 0.08 
FC(IV:XV:V) CEN4 2.35 ± 0.16 0.98 ± 0.06 
FC(IV:XV:V) CEN5 2.09 ± 0.05 1.13 ± 0.05 
FC(IV:XV:XVI) CEN4 2.34 ± 0.05 1.02 ± 0.07 
FC(IV:XV:XVI) CEN16 2.28 ± 0.01 1.15 ± 0.09 

 

Table 4.2 List of doubling time and maximum yield parameters for wild type and 
all the fused chromosome strains tested. 
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4.2 Genome organization analysis of fused 
chromosomes strains  

 

4.2.1 Polymer modeling to predict chromosomal rearrangements 

To predict how fused chromosomes alter genome organization, in 

collaboration with Dr. Marco Di Stefano in the Structural Genomics 

Group at the CNAG-CRG, we generated polymer models of the wild 

type and fused chromosomes. The models were based on both 

physical assumptions [40,201] and known biological features 

[176](figure 4.3). 

The 16 budding yeast chromosomes were represented as self-

avoiding bead-spring chains, already used and validated for modeling 

chromatin fibers [40,204]. Each bead had a diameter of 30 nm equal 

to the nominal chromatin fiber thickness, and with a DNA content 

equal to 3.2 kb [186]. The beads had excluded volume interactions 

and consecutive beads were connected. The persistence length of the 

chains was 61.7 nm, according to the bending properties 

experimentally measured for the yeast chromatin fiber 

[186,202,203]. The regions of the chains corresponding to the 

telomeres (the 20 kb at the chromosomes ends), had a larger 

persistence length, 195.0 nm, to account for the increased rigidity of 

these regions [9]. Each of the 16 chains corresponded to one copy for 

each yeast chromosome and was located within a 1 µm radius sphere, 

equal to the average radius of yeast nucleus in G1 [205]. 
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Additionally, three spatial restraints were applied to the models 

according to known interactions between chromosomal regions and 

nuclear landmarks: 

1. All beads corresponding to centromeres were constrained in 

a sphere of radius 150 nm attached to the nuclear sphere, 

mimicking the size of the microtubules anchoring the 

centromeres to the SPB, measured in G1 in Electron 

microscopy [206].  

2. The rDNA, represented as 101 repeats of 9.1 kb in the chain 

corresponding to chromosome XII, was restrained in a region 

occupying 10% of the nuclear volume at the opposite site of 

the nucleus [107,133]. 

3. The telomeres were restrained using a Lennard-Jones 

potential to have higher probability to occupy the nuclear 

periphery, which was defined as the spherical shell closest to 

the nuclear envelope with a volume equal to a third of the 

nucleus [134,135,156,207-209].  

The ensemble of chromosomal polymer models, representing the 

wild type and the fused chromosome strains genomic 

arrangement, were generated using Brownian motion dynamics 

[210]. Only the configurations satisfying all the imposed 

restraints were kept for further analysis. A total of 10,000 models 

were then randomly selected to be analyzed for the likelihood of 

particular loci and chromosomes to be positioned in the cell. The 

analysis compared the wild type and fused chromosome strains. 
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Figure 4.3 Representation of modelling procedure. (A) Restraints applied to the 
models. (B) Snapshots of polymers representing the 16 budding yeast chromosomes 
during the simulation. 

 
By comparing the chromosomes distances in wild type and fused 

chromosomes strains from SPB and NE, it appeared clear that the 

chromosomes displaced in fused chromosome strains were those 

involved in the fusion (Figure 4.4). The rest of the chromosomes 

showed in fact minimal displacements ranging from 0 to about 20nm. 

For example, for the FC(IV:XII) CEN12, where CEN4 was deleted, 

the probability of chromosome IV to be close to the SPB was lower 

compared to wild type, and the same happened to chromosome XII 

when its centromere was deleted. The rest of the chromosomes, such 

as for example chromosome 7, instead did not change their 
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positioning compared to wild type (figure 4.5). This was also true for 

all the fusions tested. These models were later validated by 

microscopy (next subsection). 

 

Figure 4.4: Displacement from SPB and NE in FC(IV:XII) CEN4 and 
FC(IV:XII) CEN12. The boxplots represent the distributions of the difference in 
distance from the SPB (top) and from the NE(bottom) between the fused 
chromosomes and wild type loci grouped by chromosome. The loci correspond to 
3 particles (10 kb). A positive value indicates that the locus is farther apart from 
the SPB or from the NE in fused chromosomes compared to wild type. 
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Figure 4.5: Heatmaps of chromosomes displacement in FC(IV:XII) CEN4 and 
FC(IV:XII) CEN12. An example of the occupancy probability heatmap of 3 
chromosomes, IV, XII and VII, in wild type and the relative difference to wild type 
in the two fused chromosome strains analyzed, FC(IV:XII) CEN4 and FC(IV:XII) 
CEN12. 
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4.2.2 Microscopy analysis of loci positioning and validations of 

modeling  

To validate the polymer models predictions, several distances inside 

the nucleus (listed below) were experimentally measured and then 

compared to the ones observed in the models. To achieve that, I used 

budding yeast strains in which two chromosome loci in the right arm 

of chromosome IV can be visualized thanks to an array-reporter 

system. In particular, the locus TRP1, 12 kb far from the centromere 

4, and LYS4, at the middle of the right arm of chromosome. The two 

loci were visualized as red and green dots by RFP-TetR and GFP-

LacI fusion proteins bound to the LacO and TetO arrays, 

respectively. The nuclear envelope and a protein component of the 

SPB (spc42) were also visualized in red and green, respectively. In 

this way I could measure for each cell, the distance between: TRP1 

locus and LYS4 locus, the two chromosome loci and the nuclear 

envelope, and the two chromosome loci and the SPB (figure 4.6).  

These distances were measured in G1 cells selected in a log-phase 

growing cell population in wild type, FC(IV:XII)  CEN4, and FC 

(IV:XII) CEN12. Comparing wild type and fused chromosome 

strains, two main differences were found in the strain were the CEN4 

was deleted: the locus TRP1 was in average further from SPB than in 

wild type (p-value < 2.2e-16), and the distance between the two loci 

TRP1 and LYS4 was shorter (p-value = 1.92e-06). Conversely, in the 

fused chromosome strain in which the CEN12 was deleted, these 

measurements were not significantly different from the wild type (p-

values = 0.19 ; 0.14).
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Figure 4.6: Microscopy 
validation of polymer models. 
Left: Scatterplots comparing 
measurements of modeling 
prediction and light 
microscopy between: TRP1 
and nuclear envelope (red), 
LYS4 and nuclear envelope 
(yellow), TRP1 and SPB (light 
green), LYS4 and SPB (dark 
green), and TRP1 and LYS4 
(black), in wild type (A), FC 
(IV:XII) CEN12 (B) and FC 
(IV:XII) CEN4 (C)  
Right: (D) Scheme and live cell 
imaging pictures of wild type 
and fused chromosomes nuclei 
used to validate modeling 
prediction by microscopy. 
Scale bar = 1µm 
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Previously to this work, Neurohr et al., already noticed that the 

distance between these two loci in FC(IV:XII) CEN12 was shorter in 

mitosis compared to wild type [190]. Moreover, the increase in 

compaction was not found to be dependent on active hyper 

compaction, which is responsible for the increase in the loci 

proximity of the FC(IV:XII) CEN4 in mitosis [190]. Our polymer 

model predictions suggest in fact that the increased compaction of 

chromosome IV in FC(IV:XII) CEN12 can be simply explained by 

physical properties of the polymer. 

All the experimental measurements were consistent with measures 

from the models, suggesting that the models accurately represent the 

cell nucleus and thus are a good tool to study chromosome 

arrangement in budding yeast. 
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4.3 Transcriptional analysis of fused chromosomes 

strains  

4.3.1 Subtelomeric and peripheral genes are less expressed both 

in wild type and fused chromosomes strains  

In budding yeast gene expression is linked to chromosome and loci 

positioning. In fact, heterochromatic domains are localized either at 

the nuclear periphery (HML, HMR, and telomeres) or in the nucleolus 

(rDNA). Moreover, there are numerous evidences that budding yeast 

genes are repositioned from nuclear interior to the periphery upon 

either activation or repression [163,164,166,167,172,211]. 

To study the effect of genome organization in gene expression, four 

biological replicates of RNA-Seq experiments were performed in the 

all 10 fused chromosomes strains. The RNA coverage per nucleotide 

was used to compute the average coverage per region of 3.2kb, which 

correspond to the size of a single particle of the produced 3D polymer 

models. The differentially expression analysis was carried out using 

DESeq2 to test whether particles had a Log2 fold-change 

significantly higher than 0.58 in absolute value (p-value < 0.05), 

which corresponds to an expression fold-change of 1.5. 

The RNA coverage in individual biological replicates were highly 

correlated. (r>0.9, figure 4.7). 
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Figure 4.7 Scatter plots representing the correlation between the replicates of the 
RNA seq experiments in two of the strain tested. 

The mapping of RNA transcript into the corresponding beads of the 

polymer models generated for each specific fusion, allowed to study 

how transcription level is distributed both along the chromosome 

fiber and in the nuclear space. Subtelomeric regions were less 

expressed compared to the rest of the chromosomes (figure 4.8). 

Furthermore, when we analyzed the RNA expression respect to 

different zones of the nucleus, it appeared that the more peripheral 

regions were less expressed compared to the interior. This might be 

due to the fact that the subtelomeric regions, which are less 

expressed, were likely to be at the periphery as a result of the restrain 

applied to the models.  

This observation is true for the wild type and also all the fused 

chromosomes strains tested (example in figure 4.9) 
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Figure 4.8 Distribution of RNA expression along the chromosomes fiber and in 
the nuclear space Representation of the normalized RNA expression (red) of the 
wild type strain along the chromosomes (grey) and percentage of the chromosome 
at the nuclear periphery (blue).  

 

By comparing wild type and fused chromosome strains, we found 

that the chromosomal regions at the level of the fusion between 

chromosomes were lower in expression compared to wild type. This 

is expected because the chromosomal ends were deleted during the 

generation of the fusion. Moreover, and also expected, the gene 

ADE2, which was used as selection marker during the generation of 

the fused chromosome strains, resulted in a significantly higher 

expression in the fusion chromosome strains. Interestingly, no other 

expression differences were significant when comparing wild type 

with fused chromosomes strains (figure 4.10, 4.11). Therefore, our 

results suggest that large chromosomes rearrangements do not 

influence gene expression in log phase growing cells. 
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Figure 4.9: Example of RNA transcription relative to telomeres and nuclear 
periphery (A) Histograms representing the normalized coverage of RNA relative 
to the distance of the beads to the telomeres in wild tyepe and fused chromosomes 
strains. (B) Histograms show normalized coverage of RNA relative to the 
percentage of the beads in the periphery of the nucleus for wild type and fused 
chromosomes strains. 
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Figure 4.10 Log2 fold change of normalized RNA expression coverage between 
wild type and fused chromosome strains analyzed. Particles significantly 
changing expression compared to wild type (according to the DeSeq software) are 
shown in red otherwise are shown in black. 

 

 

Figure 4.11 Representation of genomic position of particles significantly lower 
expressed (-) or higher expressed (+) in different fused chromosomes strains 
compared to wild type. The lower expressed regions are the ones deleted during 
the generation of the fusion. The ADE2 gene, in chromosome XV is a selection 
marker used to the generation of the fusions. 
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4.3.2 No differences in expression at loci displaced from their 

original position  

Since the locus position relative to the periphery appeared to 

influence gene expression, we looked for chromosome regions which 

were predicted to be delocalized from the periphery in the strains 

when the chromosomes were fused. Using the 3D models, we 

identified chromosomal regions predicted to have an average higher 

displacement from the nuclear periphery by measuring the mean of 

the distances of all chromosomes loci (polymer particles) from the 

sphere periphery in the models ensemble.  The end of the right arm 

chromosome IV suffered the largest displacement in all the fusion 

tested compared to wild type (example in figure 4.12). The average 

displacement was around 200 nm.  

To validate the models, we performed IF-DNA FISH experiments in 

wild type, FC(IV:XII) CEN4 and FC(IV:XII) CEN12. A 

fluorescently labeled DNA probe complementary to the 

chromosomal region predicted to be displaced from the periphery in 

the fused chromosomes strains was hybridized to the DNA in the 

intact nuclei of previously fixed cells. By labeling in the same cells 

also the nuclear envelope, we were able to measure the distance 

between the end of the chromosome IV and the nuclear periphery 

(figure 4.13). 

Although the displacement observed by IF-DNA FISH (i.e., ~100nm) 

was smaller than the displacement predicted by the 3D models (i.e., 

~200nm) the imaging confirmed that the region is further located 

from the periphery in the fused chromosome strains compared to the 
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wild-type.  Interestingly, that displacement did not affect at all the 

expression levels of the region, which were comparable to those in 

the wild-type strain (Figure 4.14).  

 

Figure 4.12 Heatmaps of the localization probability of subtelomere 4R in the 
nucleus predicted by polymer modeling in wild type and fused chromosome 
strains. 

 

 

Figure 4.13 Microscopy validation of subtel4R displacement predicted by 
polymer models in fused chromosomes strains. (A) Scheme and IF-FISH pictures 
of wild type and fused chromosomes FC4:12 CEN4 and FC4:12 CEN12 nuclei 
used to validate modeling prediction by microscopy. (B) Scatterplot comparing 

WT FC(IV:XII) CEN4 FC(IV:XII) CEN12
 0

 0.2

 0.4

 0.6

 0.8

 1

Lo
ca

liz
at

io
n 

Pr
ob

ab
ili

ty
 D

en
si

ty

Predictied localization of subtel4R



 Results  

 77 

measurements of modeling prediction and light microscopy between: TRP1 and 
nuclear envelope and LYS4 and nuclear envelope in wild type (red), FC IV:XII 
CEN4 (blue) and FC IV:XII CEN12 (green). R=0.98 p-value = 0.001. Scale bar= 
1µm. 

 

 

Figure 4.14 Expression coverage of the last 10 beads corresponding to the 
subtelomreic region long arm of chromosome IV (30 kb), between wild type and 
fused chromosome strains. 
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4.4 Analysis of replication timing in fused chromosomes 

4.4.1 Analysis of early origins in wild type and fused chromosome 

strains 

Genome organization has a role also in replication timing. Early 

firing origins tend in fact to cluster together, while the late firing ones 

are far apart from each other in the nuclear space [180]. Since fused 

chromosome strains carry big genome rearrangements, we tested 

whether this affected their replication timing. 

To address the role of chromosome positioning in replication timing, 

the incorporation of the thymidine analog 5-bromo-20-deoxyuridine 

(BrdU) was monitored by chromatin immunoprecipitation followed 

by sequencing (BrdU-ChIP). The experiments were done in the 

presence of the ribonucleotide reductase inhibitor hydroxyurea (HU) 

to precipitate only the early origins. BrdU-ChIP experiments were 

performed in wild type and 4 different fused chromosomes strains, 

with either 2 or 3 chromosome fused together: FC(IV:XII) CEN4, 

FC(IV:XII) CEN12, FC(IV:XV:V) CEN4 and FC(IV:XV:V) CEN5. 

Genome-wide BrdU profiles revealed that the pattern of early origin 

firing of the wild type was consistent with previous analysis [212]. A 

total of 178 peaks corresponding to early origins were detected 

(figure 4.15, example for BrdU peaks along 4 chromosomes). The 

pattern and efficiency of early origin in wild type and fused 

chromosome strains were qualitatively the same with few exceptions 

mentioned below. 
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First, in strains carrying fusions in which the CEN4 was deleted 

(FC(IV:XII) CEN12 and FC(IV:XV:V) CEN5), the BrdU peaks 

corresponding to the ARS surrounding the deleted centromere were 

lower compared to the wild type (figure 4.15), while the rest of the 

peaks showed the same pattern as the wild type. Second, the origins 

close to CEN12 were firing later in the fused chromosomes in which 

the centromere 12 had been deleted (FC IV:XII CEN4). These results 

were expected because centromeric sequences induce early firing of 

origins within a 20 kb window [179].  

Surprisingly, FC(IV:XV:V) CEN4, where the CEN5 was deleted, did 

not show the same trend: In fact the early origins in proximity of 

CEN5 and CEN15 fire still early, as in the wild type.  

Moreover, there were not new early origins in the subtelomeric 

regions of fused chromosomes strains.  Hence, the delocalization of 

chromatin from the nuclear periphery did not lead to an earlier firing 

timing of subtelomeric origins (figure 4.15). 
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Figure 4.15 Early origins in wild type and fused chromosome strains. Each peak 
corresponds to BrdU incorporation in presence of HU in the 4 different 
chromosomes involved in the fusion. The strains tested are:  wild type, FC(IV:XII) 
CEN4, FC (IV:XII) CEN12, FC(IV:XV:V) CEN4, and FC(IV:XV:V) CEN5. (It 
continues in the next page)
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Figure 4.15 Early origins in wild type and fused chromosome strains. Each peak 
corresponds to BrdU incorporation in presence of HU in the 4 different 
chromosomes involved in the fusion. The strains tested are:  wild type, FC(IV:XII) 
CEN4, FC (IV:XII) CEN12, FC(IV:XV:V) CEN4, and FC(IV:XV:V) CEN5. 
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4.4.2 Modeling reproduces clustering of early replicating origins  

To assess whether the 3D models could explain the localization of 

early and late firing origins, we mapped in the ensembles of the 

polymer models all early origins detected by BrdU-ChIP. Modeling 

predicts that the localization of the early origins spatially is clustered 

around the SPB (Figure 4.16). This is consistent to the fact that the 

peri-centromeric origins, which fire always early, represent almost 

the 25% of all early origins and lie close to the SPB. The late origins, 

which were identified as the ARS not detected by the BrdU-ChIP, 

tended to be localized more at the periphery of the nucleus.  

Moreover, we observed in the models that the sites corresponding to 

the early origins were closer to each other compared to the entire 

sample of sites with the same linear distance (figure 4.17). In 

agreement, late origins were instead farther apart. This result agrees 

with previous studies [72,176,177] and, interestingly, are true both 

for wild type and fused chromosome strains.  
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Figure 4.16 Study of early and late origins localization. Heatmaps representing 
the localization probability density of early (left) and late origins (right). 
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Figure 4.17 Spatial clustering of replication origins. In blue, histograms 
representing the distribution of the mean pair distance ratio between early 
replication sites and all sites in the structures of the population. In red, histograms 
representing the distribution of the mean pair distance ratio between late 
replication sites and all sites in the structures of the population. 
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4.5 Analysis of stress response in strains carrying 

translocations 

Our results indicate that big genome rearrangement do not lead to 

important changes in nuclear processes in optimal growth condition. 

However, those rearrangements could have an effect in the way cells 

respond to external conditions. To address whether genome 

rearrangements have an effect in the response to stress conditions, we 

performed growth test experiments in triplicates of wild type and 10 

different strains carrying fused chromosomes in 20 different stress 

conditions (Table 4.3). Next, we calculated the two parameters, yield 

and doubling time, (similar to the experiments in chapter 4.1), and 

compared them between wild type and fused chromosome strains 

(Table 4.3). We noticed that fused chromosome strains react 

differently compared to wild type in some conditions. In particular, 

the FC(IV:XV:XVI) CEN4 and FC(IV:XV:XVI) CEN16 did not 

grow at pH3 (figure 4.18, 4.19). And the triple fusions reached a 

higher yield in H2O2, Benomyl, Cycloheximide and MMS, as shown 

as example for the fusions IV:XV:XVI in figures 4.18, 4.19.  

In order to test if these differential responses were due to changes in 

the position of the chromosomes within the nucleus, we tested if the 

same parameters (growth rate, yield) were changed between strains 

carrying the same chromosome fusions but with different 

orientations. The rationale was that chromosome position should be 

different in these two cases, whereas DNA sequences would be 

equivalent. In this case the differences did not further hold (figure 

4.20). The differences observed might thus be due to common 
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features between the fused chromosomes, other than their nuclear 

position, such as gene deletions introduced during the generation of 

chromosome fusions. This result suggests that the genome 

rearrangements caused by chromosome fusions in our work have no 

major impact in growth in response to environmental stresses. 
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Figure 4.18 Example of comparison of doubling time between fused 
chromosomes and wild type.  Scatterplot comparing the doubling time of wild type 
and fused chromosomes strains FC(IV:XV:XVI) CEN4, FC(IV:XV:XVI) CEN16, in 
20 different conditions (listed in table 4.3). Left, including pH3.  Right: excluding 
pH3.  
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Figure 4.19 Example of comparison of yield between fused chromosomes and 
wild type.  Scatterplot comparing the maximum OD of wild type and 
FC(IV:XV:XVI) CEN4, FC(IV:XV:XVI) CEN16in 20 different conditions (listed in 
table 4.4) 
 

 
Figure 4.20 Example of comparison of yield between fused chromosomes strains 
with same fusion and different orientation. Scatterplot comparing the doubling 
time (top left: including pH3, top right: excluding pH3), and the yield of 
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FC(IV:XV:XVI) CEN4, FC(IV:XV:XVI) CEN16 in 20 different conditions (listed in 
table 4.3, 4,4) 
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5. Discussion 

 
 
 
Chromatin structure and its organization within the nuclear space has 

been of high interest of cellular and developmental biologists for the 

last century. Although numerous studies have been conducted to 

search for a link between nuclear structure and function, it remains 

still controversial the role of chromosome positioning and structural 

feature of the chromatin in nuclear processes. 

In this work we used as model system budding yeast strains carrying 

chromosomes translocations, in order to study how these 

chromosomal rearrangements affect important nuclear functions like 

transcription and replication timing.  

To address this question we coupled biological experimental 

procedures with polymer modeling predictions.  

 

5.1 The yeast genome arrangement is mostly governed 

by simple physical rules 

To study the biological implications of genome rearrangement we 

took advantage of budding yeast strain carrying chromosome 

translocations, which are expected to bear big changes in 

chromosomal distribution. 
The generation of chromosome translocations has been done by end-

to-end chromosome joining, fusing up to 4 chromosomes together. 
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Growth test analysis showed that although up to a quarter of the 

chromosomes has been fused, cells grow at the same speed of the 

wild type reaching the same yield. This result indicates that budding 

yeast cells are a very robust system to changes in chromosomes 

organization. 

To predict how chromosomes have changed their position in the 

nucleus upon fusion, in collaboration with Dr. Marco Di Stefano in 

Marc A. Marti-Renom laboratory, we have generated polymer 

models that represent the different chromosome arrangements in the 

strains carrying fused chromosomes.  

The chromosomes models generated in the present study, are only 

based on few biological constrains: the bead-spring polymer chains 

are confined in a 1µm spherical space mimicking the interphase 

nuclear volume; centromeres are all cluster together in a pole of the 

sphere; telomeres stay preferentially at the periphery; and the 

nucleolus lies on the opposite pole of the centromere cluster 

[109,176].  

The models predict that only the chromosomes that have been fused 

are affected by a displacement in the nuclear space compared to wild 

type.  

In particular, the models predict three major changes: 

- The subtelomeric regions surrounding the joints between the 

chromosome fused are displaced away from the nuclear 

periphery into the nuclear interior 

- The chromosomes in which the centromere has been deleted 

are displaced away from the region surrounding the SPB, into 

regions more distant from the SPB 
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- Chromosome IV is interested by a change in folding in 

chromosome fusions where CEN4 is inactive 

Regarding this last point, the distance between loci TRP1 (12 kb 

downstream from the centromere) and LYS4 (in the middle of the 

long arm) is predicted to be significantly smaller in fused 

chromosomes strains compared to wild type. These models agree 

with previous observations in Manuel Mendoza’s laboratory where it 

was observed by imaging an increase in compaction in this region 

both in FC(IV:XII) CEN4 and FC(IV:XII) CEN12 in mitosis [191]. 

Such increased compaction was found to be dependent on an active 

mechanism involving Aurora B when CEN4 was active, but 

independent of that mechanism when CEN12 was active. Our study 

elucidates how this change in folding persists also in interphase. It 

could be explained by the fact that when the centromere 4 is not 

active, the region close to the centromere is not being attached 

anymore to the SPB and therefore not stretched. 

Our study elucidates how this change in folding persists also in 

interphase. It could be explained by the fact that when the centromere 

4 is not active, the region close to the centromere is not being attached 

anymore to the SPB and therefore not stretched. 

Importantly, all the modeling predictions mentioned above have been 

experimentally validated in this study. Therefore, we can conclude 

then that general features of yeast nuclear organization can be well 

explained by the physical properties of confined and constrained 

polymers, combined with the tethering of centromeres, telomeres and 

nucleolus. It is obviously not possible to rule out the presence of 

specific interactions of chromatin loci to each other or to nuclear 
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landmarks, which have not been tested in this study. The picture that 

polymer modeling gives, is an ensemble of interphase configurations, 

which does not take into account the biological processes occurring 

inside the nucleus. More specific factors can in fact shape chromatin, 

or determine the position and the dynamics of only a subset of loci, 

such as the relocalization of inducible genes at the nuclear periphery 

[164,211] and the formation of transcription factories [213]. 

To study these specific changes in organization and folding, 

experimental analysis such as high resolution imaging or 

chromosome conformation capture techniques are needed.  

 

5.2 The impact of chromosome fusion in transcription  

 
Scientists have focused on studying the link between gene 

transcription and chromatin localization since the two different types 

of chromatin, euchromatin and heterochromatin, were first observed 

at the beginning of the 20th century. These two chromatin types 

indeed correlate with different transcription levels. Euchromatin, is 

in fact generally more transcribed than heterochromatin, which 

occupies peripheral regions of the nucleus and is more compacted 

[15]. Also global expression of chromosome territories correlates 

with their localization in the nuclear space. In fact, gene-rich CTs, 

containing more active genes are located preferentially to the nuclear 

interior, while gene poor CTs and enriched in silent genes are mostly 

located at the nuclear periphery, similarly to heterochromatin [214]. 

However, it is unclear if it is transcription that shapes the chromatin, 

creating domains and territories, or if the chromosome arrangement 
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is important to regulate transcription, or if there is a contribution from 

both sides.  

To address this question, we studied the transcriptional state of yeast 

strains carrying a highly altered chromosome distribution compared 

to wild type.  

We performed 4 replicas of RNA-Seq experiments in wildtype and 

in 10 different fused chromosomes strains. By mapping transcript 

levels obtained by RNA-Seq in the polymer chains, we could detect 

the differences in gene expression level along the chromosome and 

map the position of the corresponding genes in the nuclear space. In 

particular, the level of RNA expression decreases in proximity of the 

chromosomes ends and at the nuclear periphery it is significantly 

lower compared to the interior of the nucleus. 

These two evidences are connected to each other since the 

chromosome telomeres are confined at the nuclear periphery. Their 

anchorage to the nuclear envelope is mediated by yKu and Sirs 

proteins and was already known to favor transcriptional repression 

[156]. Such repression is mediated by the same Sir proteins and was 

found to be highly dependent on the distance of the reporter genes 

from telomeres end [153,158,215,216].  

Also in metazoans, the role of nuclear periphery in the gene silencing 

is fully studied. Peripheral CTs, anchored to the inner nuclear 

envelope have been mapped by DamID, a technique which allowed 

to map chromatin associated to proteins of the nuclear lamina [58]. 

These genomic sites, correspond to large domains of chromatin, 

called LADs, which are characterized by a low transcriptional 

activity and enriched in repressive chromatin marks. However, 
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studies done in Drosophila in which different reporter genes where 

artificially anchored to the nuclear periphery showed that in some 

cases, the reporter was repressed and in others remained active [217-

220]. These results suggest that even if perinuclear targeting can lead 

to gene silencing in some cases, the property of the promoter can also 

have a strong influence on the transcriptional state of a perinuclear 

gene. 

Chromosome fusions are a good tool to test the impact of telomere 

detachment from the NE in gene expression, because subtelomeric 

regions surrounding the joints between the fused chromosomes are 

displaced away from the nuclear periphery. We could study then the 

expression level of subtelomeric genes, without interfering with Sir 

proteins level or telomere anchoring mediated by yKu proteins.  

Our transcriptional analysis did not show any significant difference 

in expression level in fused chromosomes strains compared to wild 

type.  

This discovery is in contraction with the finding that deletion of 

YKU70 and ESC1, which impaired the attachment of telomeres to 

the nuclear envelope, causes a derepression of telomere-proximal 

genes [156].  

One explanation for this observation could be that only a subset of 

subtelomeric genes are actually affected in expression by their 

proximity to the periphery. The work of Taddei et al. in fact shows 

that only 3.6 percent of the subtelomeric genes are significantly more 

expressed compared to wild type condition when the telomere 

anchoring is disrupted. Moreover, another study described how the 

association of subtelomeric loci with peripheral telomere clusters 
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(visualized as Rap1-GFP foci) did not always correlate with their 

transcriptional state [157].  

An alternative explanation is that transcriptional repression does not 

depend on position per se, but instead on the accessibility to local 

high concentrations of SIRs [157]. Hence, the delocalization of 

subtelomeric regions caused by chromosome fusion might still make 

subtelomeric regions accessible to the pool of Sir proteins. This 

hypothesis can be tested by performing chromatin 

immunoprecipitation of histone modifications, to question whether 

epigenetic state of the subtelomeric regions delocalized from the 

periphery in fused strains changes compared to wild type. 

Moreover, RNA-Seq experiments have been conducted in log phase 

cell populations, and maybe this could have led to a lack of sensitivity 

for small changes in interphase gene expression. To address this 

question, it could be useful to compare the expression levels in wild 

type and fused chromosomes strains synchronized in specific cell 

cycle stages. Overall, however, our results suggest that perinuclear 

association is dispensable for silencing of genes near telomeres in 

yeast.  

 

Our findings are based on transcriptional analysis of budding yeast 

strains in optimal growth conditions. Since it is known that specific 

localization of genes in the nucleus can dramatically change in 

response to stimuli [164,172,211], we tested the phenotypic effect of 

genome repositioning in stress conditions. 

We showed that in presence of low pH two particular strains in which 

chromosomes IV, XV and XVI have been fused are not able to 
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growth, on the contrary of the wild type and other fused 

chromosomes strains tested. Since the position of the chromosomes 

in the two fusion is highly different both from wild type and from 

each other, we cannot conclude that the changing in chromosomes 

positioning is the cause for the difference response. The chromosome 

fusion itself implies the deletion of subtelomeric genes whose 

expression could play a role in stress response the low pH. A control 

experiment could be the deletion of those genes from a wild type 

strain and testing its growth in low pH. Unfortunately, the highly 

repetitive regions close to telomeres make difficult the deletion of 

those genes. 

The change in stress response could also be due to the dislocation 

from the nuclear periphery of specific loci close to the chromosomes 

joints. To test this possibility, it should be possible to insert the loci 

that get delocalized in the fused chromosomes in a chromosome 

region that is known to be mostly in the nuclear interior and analyze 

cell growth in low pH. 

In four stress conditions (H2O2, Benomyl, Cycloheximide and MMS) 

strains carrying three chromosomes fused together reached a higher 

yield compared to wild type. Since there is not significant difference 

between strains carrying the same fusion and different centromere 

active, we again hypothesize that the different response can be due to 

the lack of genes close to the joining.  
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5.3 Chromosome positioning and replication timing 

Replication timing is also correlated with nuclear organization.  

Early replication origins are in fact placed in the interior of the 

eukaryotic nucleus, while late replicating DNA is more peripheral. 

This difference in positioning is conserved during development. 

During stem cell differentiation, has been observed using FISH that 

chromatin domains move toward the periphery have been detected 

when replication timing becomes late, while toward the interior when 

it becomes early [88,221]. 

Another example of correlation between replication timing and 

chromatin position is represented by X-chromosome inactivation. In 

this process, the entire chromosome gets displaced to the nuclear 

periphery and increases its compaction. All those conformational 

changes are also accompanied by a chromosome switch to late 

replication [222]. 

The compartmentalization of late origins in the periphery appears to 

be the results of the anchorage of chromatin to nuclear periphery and 

nucleolus [223,224] or nucleolus [225]. But whether or not this 

compartmentalization is important for replication timing is still 

unclear.  

We wonder whether chromosomal rearrangements have an impact on 

replication timing. By mapping the loci corresponding to the early 

origins in the chromosomes models we show that they tend to cluster 

together, unlike the late ones, as already reported by several works 

[175-177]. 
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Functional centromeres have been shown to promote the early 

activation of proximal origins in S. cerevisiae. This effect could 

either be sequence dependent or due to the clustering of centromere 

proximal origins close to the SPB. In FC(IV:XII) CEN4 and 

FC(IV:XII) CEN4 the origins close to the centromere which have 

been deleted, suffered from a delay in replication firing, confirming 

that an active centromere is responsible for early firing ARS in a 20 

kb window. Surprisingly, analyzing the BrdU profiles of the strains 

in which three chromosomes are fused together (IV, XV and V) we 

could not appreciate a delay in firing due to the lack of centromeric 

sequences in chromosomes V and XV. A possible explanation to this 

observation could be that in the strains FC(IV:XV:V) the ARSs 

proximal to CEN15 and and CEN5, fall in a nuclear region where 

other origins fire early with a non-centromeric dependent 

mechanism. In fact, non-cetromeric early origins tend also to cluster 

together, but with a different mechanism which is dependent of Fkh 

proteins. This hypothesis could then be then tested by studying the 

firing timing of those origins in a strain depleted from Fhks. 

Moreover, chromosome conformation capture techniques and 

Chromatin-Ip, can help to test the eventual proximity of specific ARS 

loci among each other, or their binding to Fkh proteins, respectively. 

 

It has been proposed that the late firing of ARSs close to telomeres, 

is dependent on the localization of subtelomeric chromatin at the 

nuclear periphery. In fact, a previous study showed that the insertion 

of an early origin (ARS1) into a subtelomeric region, caused its delay 

in firing in a a SIR-dependent manner [182]. In addition, the deletion 
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of YKU70, responsible of telomeric anchoring to the NE was shown 

to advanced replication timing of subtelomeric origins. [181]. 

The BrdU experiments described in this study show that the 

proximity to periphery does not affect the origin firing timing. In fact, 

in chromosomes predicted and confirmed to be delocalized from the 

periphery do not appear additional BrdU peaks, which would have 

corresponded to an advanced firing of telomere proximal ARS. But 

the significance of compartmentalization to the replication timing 

program remains however unclear. In fact, it has been seen that 

tethering of budding yeast ARS305 and ARS607 to nuclear envelope 

does not delay in their firing timing [226,227]. 

Moreover, another experiment done in yeast cells demonstrated that 

telomeres detached from the nuclear periphery still replicate late, 

suggesting that peripheral positioning in interphase in not necessary 

for late DNA replication of chromosome ends [228]. 

 

Genome wide experiments performed in this work  provide  evidence 

that chromosome positioning does not play an essential role in the 

regulation of important nuclear processes in budding yeast. However, 

it has still an open question whether an altered chromosomal 

configuration, such the one generated by chromosome fusion, could 

affect gene repositioning upon transcriptional activation. 
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6. Conclusions 
 
The presented work led to the following major conclusions: 

 

• Chromosome fusion leads to changes in chromosome 

organization in budding yeast. 

 

• Budding yeast chromosome configuration reproduced by 

polymer models is sufficient to describe specific changes in 

chromosome organization caused by chromosome fusion. 

 

• Chromosomal rearrangements derived from chromosome 

fusion do not lead to changes in transcription in budding 

yeast. 

 

• Chromosomes fusions are affected by changes in firing of 

some origins, but not dependent on chromosome positioning. 

 

• Responses to stress conditions are not affected by 

chromosomal rearrangement in budding yeast. 
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7. Future directions 
 
 
The results provided by this work open up new questions in the 
field: 
 
 

• We showed how polymer modelling can predict specific 

changes in chromosome positioning upon chromosome 

fusions. In its important to note that although models used in 

this work are remarkably accurate in predicting large-scale 

chromosome positioning, they do not intend to reproduce 

detailed aspects of chromosome behaviour. Models do, 

however, reproduce previous observations for which no 

mechanism had been proposed. Specifically, it is known that 

the centromere-proximal region of FC(IV:XII) CEN4 

undergoes hypercompaction in mitosis in order to segregate 

during mitosis. This mechanism is dependent by Aurora B 

activity and Condensin (Neurohr ref). The same region in 

FC(IV:XII) CEN12 is also hypercompacted but this change 

in folding is not specific to mitosis, and does not depend on 

Aurora-B. Our models reproduce this hypercompaction, 

raising the possibility that this stems not from specific 

regulation but from the physical properties of the confined 

chromosomes. It would be interesting to study how these two 

chromosomes differ in folding by using polymer modelling 

coupled with molecular biology techniques, like Hi-C which 

allows to study in high resolution specific changes in folding.   
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• Genome rearrangements carried by fused chromosome strains 

do not lead to changes in transcription in log phase growing 

cells. It remains still possible that in specific cell cycle stages 

chromosomes rearrangements cause differences in expression 

of genes in loci that are displaced from a wild type condition. 

This question can be addressed by performing a 

transcriptional analysis of cells synchronized in specific cell 

cycle stages. 

 

• Gene expression might be affected by larger changes in 

chromosome arrangement, which can be tested by studying 

transcription levels in strains carrying more or different 

chromosomes fused together. 

 

 

• The lack of transcriptional response to genome rearrangement 

could be explained by the fact that the chromatin, which gets 

displaced in fused chromosome strains, keeps the same 

epigenetic state. This hypothesis can be tested by comparing 

the epigenetic changes of histones and DNA markers of wild 

type and fused chromosome strains using chromatin 

immunoprecipitation. 

 

• Replication origins close to deleted centromeres in 

FC(IV:XV:V) CEN4 and FC(IV:XV:V) CEN5 fire still early 

although they are expected to delay they replication, because 
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they are far from an active centromere. The hypothesis that 

they can fall in Fkhs-dependent early replicating cluster can 

be tested by performing BrdU-IP experiments in Fhk deleted 

cells. Their clustering can be tested by microscopy or by Hi-

C. 

 

• The reported difference in stress response is dependent on the 

fusion but not on the orientation of the fusion. Hence, it can 

be due either to the loss of genes during the generation of the 

fused chromosome strains or to the fact that the regions 

surrounding the joint-ends of the fused chromosomes are 

displaced from the nuclear periphery. This question can be 

addressed by performing growth tests in a wild type strain in 

which regions known to be displaced in fused chromosome 

strains are translocated in chromosomal domains known to be 

in the interior of the nucleus. 
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