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The role of chromatin structure

It  can give insights into how distant genomic 
elements interacts with each other

Compact

Loose

It  helps to understand the compartmentalization 
of chromosomes within the nucleus

It is essential to understand the mechanisms that 
regulate the cell



Chromatin definition 

Chromatin is composed of DNA complexed with histones and 
other proteins

Chromatin formation enables the genome to be hierarchically 
packaged or condensed so that it can fit inside the nuclear 
space

The compaction allows to modulate gene transcription, DNA 
repair, recombination, and replication

Chromatin structure is considered highly dynamic
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Chromatin structures



The nuclear organization of DNA 
Chromosome Chromatin fibre Nucleosome

Adapted from Richard E. Ballermann, 2012



The nucleosome
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Histone modification effects

Type of 
modification H3K4 H3K9 H3K14 H3K27 H3K79 H4K20 H2BK5

mono-
methylation activation activation activation activation activation activation

di-methylation activation repression repression activation

tri-methylation activation repression repression activation, 
repression repression

acetylation activation activation



The chromatin compaction levels

Several nucleosomes in a row form what is often referred to 
as a beads-on-a-string fiber (the 11 nm fiber)

When histones H1 or H5, referred to as linker histones, are 
added to the 11-nm fiber, the condensed 30 nm fiber is 
formed

The 30 nm fibers form the next level of compaction by 
forming loops
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Figure 1
Different levels of chromatin compaction. (a) Multiple nucleosomes in a row form the 11-nm fiber that is the primary level of
chromatin compaction. Alternating nucleosomes are depicted with blue and green surfaces. (b) The 11-nm fiber folds on itself to form
two stacks/columns of nucleosomes such that odd-numbered nucleosomes interact with other odd-numbered nucleosomes and even-
numbered nucleosomes interact with other even-numbered nucleosomes. The linker DNA zigzags between the two nucleosome stacks.
(c) The folded 11-nm fiber forms a two-start helix to produce the 30-nm chromatin fiber that is the secondary level of compaction.
(d ) The 30-nm fiber twists further and forms a more compact fiber that is arranged in loops (blue), with some portions attached to a
protein scaffold (red ). This is one of the tertiary levels of compaction. (e) The 30-nm fiber may also result in the formation of
interdigitating layers of irregularly oriented nucleosomes, particularly in metaphase chromosomes. Note that these plates do contain
nucleosome fibers, but it is unclear whether they are 30-nm fibers or another type. Regardless, this is another tertiary level of
compaction. ( f ) The quaternary level refers to the three-dimensional organization of entire chromosomes inside the nucleus and their
relationships with one another as well as with the inner nuclear membrane. The black lines on the pink chromosome represent planes
of nucleosome layers as viewed from above.

Quaternary structure
of chromatin:
the 3D positioning of
chromatin domains
relative to one another
and to the nuclear
lamina inside the
nucleus

in metaphase chromosomes (8, 9, 26)
(Figure 1e). These, too, are considered to rep-
resent the tertiary level of chromatin packaging.

The quaternary structure of chromatin
refers to the actual positioning of the chro-
mosomes with respect to one another in the
nucleus and with respect to the lamina of the

inner nuclear membrane (Figure 1f ). It is
known that expression of a gene is affected
by its three-dimensional (3D) position within
the nucleus, with the general consensus being
that transcriptionally active genomic regions
are further away from the nuclear periphery
than those that are silent (80). The former
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Different levels of chromatin compaction. (a) Multiple nucleosomes in a row form

the 11-nm
fiber that is the primary level of

chromatin compaction. Alternating nucleosomes are depicted with blue and green surfaces. (b) The 11-nm
fiber folds on itself to form

two stacks/columns of nucleosomes such that odd-numbered nucleosomes interact with other odd-numbered nucleosomes and even-

numbered nucleosomes interact with other even-numbered nucleosomes. The linker DNA zigzags between the two nucleosome stacks.

(c) The folded 11-nm
fiber forms a two-start helix to produce the 30-nm

chromatin fiber that is the secondary level of compaction.

(d ) The 30-nm
fiber twists further and forms a more compact fiber that is arranged in loops (blue), with some portions attached to a

protein scaffold (red ). This is one of the tertiary levels of compaction. (e) The 30-nm
fiber may also result in the formation of

interdigitating layers of irregularly oriented nucleosomes, particularly in metaphase chromosomes. Note that these plates do contain

nucleosome fibers, but it is unclear whether they are 30-nm
fibers or another type. Regardless, this is another tertiary level of

compaction. ( f ) The quaternary level refers to the three-dimensional organization of entire chromosomes inside the nucleus and their

relationships with one another as well as with the inner nuclear membrane. The black lines on the pink chromosome represent planes

of nucleosome layers as viewed from
above.
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Different levels of chromatin compaction. (a) Multiple nucleosomes in a row form the 11-nm fiber that is the primary level of
chromatin compaction. Alternating nucleosomes are depicted with blue and green surfaces. (b) The 11-nm fiber folds on itself to form
two stacks/columns of nucleosomes such that odd-numbered nucleosomes interact with other odd-numbered nucleosomes and even-
numbered nucleosomes interact with other even-numbered nucleosomes. The linker DNA zigzags between the two nucleosome stacks.
(c) The folded 11-nm fiber forms a two-start helix to produce the 30-nm chromatin fiber that is the secondary level of compaction.
(d ) The 30-nm fiber twists further and forms a more compact fiber that is arranged in loops (blue), with some portions attached to a
protein scaffold (red ). This is one of the tertiary levels of compaction. (e) The 30-nm fiber may also result in the formation of
interdigitating layers of irregularly oriented nucleosomes, particularly in metaphase chromosomes. Note that these plates do contain
nucleosome fibers, but it is unclear whether they are 30-nm fibers or another type. Regardless, this is another tertiary level of
compaction. ( f ) The quaternary level refers to the three-dimensional organization of entire chromosomes inside the nucleus and their
relationships with one another as well as with the inner nuclear membrane. The black lines on the pink chromosome represent planes
of nucleosome layers as viewed from above.
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in metaphase chromosomes (8, 9, 26)
(Figure 1e). These, too, are considered to rep-
resent the tertiary level of chromatin packaging.

The quaternary structure of chromatin
refers to the actual positioning of the chro-
mosomes with respect to one another in the
nucleus and with respect to the lamina of the

inner nuclear membrane (Figure 1f ). It is
known that expression of a gene is affected
by its three-dimensional (3D) position within
the nucleus, with the general consensus being
that transcriptionally active genomic regions
are further away from the nuclear periphery
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Euchromatin and heterochromatin

Euchromatin:
chromatin that is located away from the nuclear lamina, is generally less 
densely packed, and contains actively transcribed genes

Heterochromatin:
chromatin that is near the nuclear lamina, tightly condensed, and 
transcriptionally silent

elements (SINEs and LINEs) (Caron et al. 2001). Recently, an
association study of a set of molecular marks lead to the
further discrimination of chromatin into five main types
(Filion et al. 2010) (Fig. 1, “colorful chromatin”).

In spite of all the recent progress in this area, the cyto-
logical and molecular definitions of (hetero)chromatin have
not yet been conclusively and comprehensively linked to-
gether. Furthermore, our understanding of the higher order
architecture of chromatin and its functional consequences is
far from satisfactory.

Heterochromatin: a transcriptional silencing
compartment?

One of the most important epigenetic roles of heterochromatin
was recognized very early on. In 1930, Muller (1930) discov-
ered that Drosophila flies treated with X-rays developed ran-
dom color patterns of white and brown patches in the eyes. He
could show that by random mutation, the white gene locus
was translocated adjacent to heterochromatic regions and,
thereafter, silenced. This effect was named position effect
variegation (PEV). Further studies (Demerec and Slizynska
1937) broadened the knowledge about PEV, showing that
genes in direct heterochromatic neighborhood were silenced

before more distal genes. Altogether, these experiments
showed that usually active genes get silenced just by being
in the vicinity of heterochromatin and lead to the development
of the concept of heterochromatin spreading. A similar effect
was reported in different organisms for genes translocated to
telomeric chromosomal regions and referred to as telomeric
position effect variegation (TPEV) (Gehring et al. 1984; Horn
and Cross 1995; Gottschling et al. 1990). (T)PEV is based on
cis chromosomal effects, i.e., genes are affected by hetero-
chromatin proximity within the same chromosome. Inter-
estingly, recent work in Caenorhabditis indicated that
large transgenic repeated arrays of tissue-specific gene
promoters become heterochromatinized and gene activa-
tion within these repeats lead to looping away from the
heterochromatic subnuclear domain (Meister et al. 2010).
A similar looping out of heterochromatin effect upon tran-
scription factor expression of a transgene integrated within
satellite repeat-rich heterochromatin was also observed in
mice (Lundgren et al. 2000). In both studies though, looping
away from the heterochromatin was not always accompanied
by gene activation.

In Drosophila, mouse, and plant cells, constitutive het-
erochromatin is clustered into chromocenters during inter-
phase as depicted exemplarily in a mouse interphase cell in
Fig. 2c. Chromocenters contain pericentric heterochromatin,

Fig. 2 Heterochromatin: in need of definition? Historically and from a
cytological point of view, Emil Heitz (see Fig. 1) distinguished hetero
and euchromatin. a Within an exemplary electron microscopy (EM)
picture (left) of a mouse liver cell nucleus (N nucleus, Nu nucleolus,
NE nuclear envelope), heterochromatin appears as electron dense in
contrast to the more open state of euchromatin. b With the recent
advent of high-throughput epigenomics, molecular features (histone
and DNA modifications) have been assigned to particular chromatin
states and are shown in the simplified graphic enlarged in the center. c
The cell cycle dynamics and cytological organization of the very

condensed chromatin structures around the centromeres can be appre-
ciated in the fluorescence light microscopy (LM) pictures (right) of M
phase and interphase cells. FISH-stained mouse metaphase chromo-
somes and interphase cell with probes against pericentric heterochro-
matin (black) and DNA counterstaining (gray) are shown. Condensed
pericentric heterochromatin regions from multiple chromosomes clus-
ter together in the interphase cell nucleus forming the so-called “chro-
mocenters.” Cytological and molecular definitions have not yet been
conclusively linked together. Scale bars EM 0.5 μm and LM 2 μm

Chromosoma

Electron microscopy



Complex genome organization
Takizawa, T., Meaburn, K. J. & Misteli, T. The meaning of gene positioning. Cell 135, 9–13 (2008).

10 Cell 135, October 3, 2008 ©2008 Elsevier Inc.

Lack of Correlation 
between Gene Activity 
and Radial Position: The 
Cons
Despite this list of correla-
tions, we now know that the 
notion of localization of inac-
tive genes at the periphery 
and active ones in the nuclear 
interior is an oversimpli!cation 
and is not a universal hallmark 
of gene activation. For most 
biallelically expressed genes 
the two alleles are often in 
vastly different radial posi-
tions in the same nucleus, yet 
their activity status appears 
similar based on the strength 
of "uorescence in situ hybrid-
ization signals (Figure 1A). 
Additionally, a recent study of 
the monoallelically expressed 
GFAP gene demonstrated that although 
the inactive locus is generally more 
peripheral than the active one, in a frac-
tion of nuclei the inactive allele was more 
internally localized than the active allele 
(Takizawa et al., 2008). Another general 
observation argues against a strong link 
between radial location and gene activ-
ity: if radial positioning were directly 
linked to expression, it would follow that 
transcription should occur predominantly 
in the interior of the nucleus. Yet, active 
sites of RNA polymerase II transcription 
are distributed uniformly throughout the 
nucleus (except for the nucleoli) with 
no apparent radial preference (Wan-
sink et al., 1993), although preferential 
internal transcription zones might exist 
in specialized cells (Kosak et al., 2007). 
Similarly, heterochromatin, which is 
largely transcriptionally silent, is not 
restricted to a speci!c radial position, 
and large blocks of heterochromatin 
can be found throughout the nucleus 
(Figure 1B).

A general link between gene activ-
ity and radial position is even more 
strongly challenged by observations 
on single genes. Many gene loci remain 
in the same radial positions when their 
expression changes (Hewitt et al., 
2004; Meaburn and Misteli, 2008; Zink 
et al., 2004). A lack of direct causality 
between gene expression and radial 
position is also highlighted by the fact 
that genes can become repositioned 

radially in the absence of detectable 
changes to their transcriptional output. 
For example, the Pah gene becomes 
more internally localized during differ-
entiation of mouse neurons, and VEGF 
becomes more peripherally localized 
during the induction of tumor formation 
in breast epithelia, despite no change 
in expression (Meaburn and Misteli, 
2008; Williams et al., 2006). In a recent 
study of 11 randomly selected genes 
analyzed under various growth and 
differentiation conditions, no general 
correlation between activity and radial 
position was found (Meaburn and Mis-
teli, 2008). Finally, even observations 
on a peripherally silenced gene under-
mine the notion of a close link between 
repression and radial positioning. The 
-globin gene, which is peripheral in 
its inactive form, remains at the periph-
ery during early stages of activation 
and only then undergoes internaliza-
tion (Ragoczy et al., 2006). This lat-
ter observation suggests that internal 
positioning is not a requirement for 
activity and that transcription alone 
does not drive the position of a gene. 
Taken together, the fact that genes can 
alter radial position without changes in 
expression, and that many genes do 
not undergo positional changes when 
their expression levels are modulated, 
indicates that radial positioning is 
functionally not tightly linked to gene 
activity.

A Key Experiment
The pros and cons in the 
long-standing debate on 
the role of radial positioning 
in gene activity are entirely 
based on correlative obser-
vations, often in the absence 
of precise measurements of 
gene activity. A much needed 
key experiment was to arti-
!cially change the position 
of a gene and test the tran-
scriptional consequences. 
This has recently been done 
in three laboratories by arti-
!cially tethering reporter 
genes to the nuclear periph-
ery of mammalian cells using 
various nuclear envelope and 
lamina proteins. The results 
were more ambiguous than 
hoped for. In one system, 

transcription of a reporter gene was 
signi!cantly repressed upon associa-
tion with the nuclear periphery via teth-
ering to the inner nuclear membrane 
protein emerin (Reddy et al., 2008). A 
second system looked at the expres-
sion of multiple endogenous genes in 
domains tethered to the periphery by 
the lamin-associated protein LAP2. 
Although expression of some genes 
was negatively affected, that of others 
was not (Finlan et al., 2008). Finally, in 
a third approach, an inducible reporter 
was placed at the nuclear periphery by 
interaction with lamin B. Location of the 
reporter at the nuclear periphery did not 
prevent its activation upon stimulation 
and the locus retained its full transcrip-
tional competence (Kumaran and Spec-
tor, 2008). The apparent discrepancies in 
these results likely re"ect experimental 
differences between the approaches. 
For example, it is not clear whether the 
induction of transcription after tether-
ing to the periphery involves the same 
regulatory mechanisms as ongoing 
transcription. Additionally, although the 
reporter gene in the study by Reddy et 
al. was repressed upon relocation to 
the periphery, the reduction in expres-
sion was ~2-fold but was not complete 
unlike the case for endogenous genes 
in the study by Finlan et al. This sug-
gests that despite the repressive effect 
of the nuclear periphery, association 
with the periphery alone does not totally 

Figure 1. Radial Positioning of Genes
(A) Active genes can be anywhere in the nucleus. The radial positions of bi-
allelically expressed genes often vary between the two homologous alleles 
in the same nucleus. Shown are the locations of the two alleles of the IGH 
(green) and MYC (red) genes in human lymphocytes.
(B) Functional signi!cance of radial positioning. (Top) Active genes (green) 
exhibit a large range of radial positions; the precise radial position of a locus 
does not correlate with its activity level. (Middle) Inactive genes (red) may as-
sociate with heterochromatin blocks at various radial positions. (Bottom) In 
contrast to radial positioning, physical association with the nuclear periphery 
is often linked to silencing. Genes that are in close proximity to the nuclear 
envelope but do not physically interact with it may be active.
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Lamina-genome interactions

the process of commitment of NPCs to the neural/glial lineage. In
this scenario the unlocked genes would have functions that are
specific for neurons or glia cells, and hence the activation of
unlocked genes should occur predominantly in neural tissues.
Alternatively, the unlocked genes may serve in a broader set of
cell types but may have been locked in ESCs because their
expression would be somehow detrimental to ESCs. To discrim-
inate between these two models, we studied the expression
status of these genes in 77 nonneural tissues (Figure 6F). While
nonneural tissues still exhibit a preference to activate DLamdown

genes compared to DLamneutr genes, this preference is sig-
nificanty less pronounced than in neural tissues (p = 3 3 10!4,
Wilcoxon test). Most unlocked genes are expressed in a minority
of tissues (Figure S5E), indicating that they tend to have special-
ized functions. Taken together, these results suggest an unlock-
ing mechanism, involving dissociation of silent genes from the
NL upon ESC/NPC differentiation, which primes these genes
for activation later in development. This unlocking appears to
be partially linked to the commitment of NPCs to the neural/glial
lineage and partially to the departure from ESC identity. The
unlocking mechanism is distinct from ‘‘polymerase poising’’
(Core et al., 2008; Muse et al., 2007; Zeitlinger et al., 2007),
because the silent genes that become detached from the NL in
NPCs lack detectable amounts of RNA Pol II at their promoters
(Figures S5A and S5B).

DISCUSSION

The high-resolution Lamin B1 interaction maps presented here
reveal that pluripotent ESCs, multipotent precursor cells, and
terminally differentiated cells share a common global architec-
ture of their chromosomes, characterized by substantially over-
lapping interactions with the NL through more than 1000 large
genomic domains. At a finer level, each differentiation step
involves the highly orchestrated reorganization of NL-chromatin
interactions of hundreds of genes. This reorganization is cumu-
lative over sequential differentiation steps and involves single
transcription units as well as extended DNA regions that encom-
pass multiple genes (Figure 7). Furthermore, NL interactions are
tightly linked to gene repression, and the reorganization of these
interactions during differentiation involves many genes that
are important for cellular identity. Finally, we demonstrate that
a substantial number of genes are not immediately activated
upon detachment from the NL but rather become unlocked for
activation at a later stage (Figure 7).

Cell Identity and Gene Repression at the NL
As a rule, NL-associated genes in all four mouse cell types have
low transcriptional activity, similar to what has been observed in
human and Drosophila cells (Guelen et al., 2008; Pickersgill et al.,
2006). Recent evidence indicates that the NL can play a causal
role in gene repression. Tethering of genes to the NL can, at least
in certain genomic contexts, lead to reduced gene expression
(Finlan et al., 2008; Kumaran and Spector, 2008; Reddy et al.,
2008), and depletion of Lamin B in Drosophila causes activation
of a gene cluster that is normally silent and located at the NL
(Shevelyov et al., 2009).

While the NL may contribute to the repressed state of interact-
ing genes, it cannot be ruled out that the NL interactions of some
genomic regions are altered as a consequence rather than as
a cause of changes in transcriptional activity. In fact, both direc-
tions of causality may be true: the NL may enhance the repres-
sion of genes, while lack of transcriptional activity in turn may
strengthen NL interactions. Such a positive feedback loop may
help to stably repress specific genes, thereby securing the
cellular transcription program. In this context it is interesting to
note that many ‘‘stemness’’ genes interact more strongly with
the NL in non-ESC cell types. This could help to lock these genes
in a permanently repressed state once ESCs differentiate.

We provide evidence that silent genes that detach from the NL
are more likely to become active in a subsequent differentiation
step than are genes with unaltered NL interactions. This obser-
vation of ‘‘unlocking’’ underscores the notion that the NL may
help to secure the repression of specific genes. NL interactions
may thus help to constrain the repertoire of genes that can be

nuclear membrane
nuclear lamina

internal chromatin       (mostly active)
lamina-associated domains          (repressed)

Genes
mRNA

NPC

AC

ESC Neuronal 
gene

“Unlocking” 
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Figure 7. Model of Dynamic Reshaping of NL-Genome Interactions
during Differentiation
Overview of the changes in NL interactions for major gene classes during

ESC/NPC and NPC/AC differentiaton steps.

Molecular Cell

Genome-Nuclear Lamina Interactions

Molecular Cell 38, 603–613, May 28, 2010 ª2010 Elsevier Inc. 611

Most genes in Lamina Associated Domains are transcriptionally silent, 
suggesting that lamina-genome interactions are widely involved in the 
control of gene expression

Adapted from Molecular Cell 38, 603-613, 2010
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From chromatin to chromatin domains. The high degree of struc-
tural and functional organization of genomic chromatin extends to 
the subchromosomal level. Recent years have seen the generation of 
detailed maps of the distribution of various chromatin-binding pro-
teins, histone marks and DNA methylation in different species and 
cell types. Perhaps one of the most interesting observations from these 
efforts is that chromosome territories are not generated by homo-
geneous folding of the underlying chromatin but instead comprise 
discrete chromatin domains (Fig. 1). The domain size depends on 
the chromosomal region, the cell type and the species, spanning few 
tens of kilobases to several megabases (averaging ~100 kb in flies and 
~1 Mb in humans)10–16.

Various studies report somewhat different classifications of chro-
matin types, mostly depending on the parameters used in the compu-
tational analysis, but the general consensus is that there are only a few 
types of repressive chromatin. The repressive domains are Polycomb-
bound euchromatin, heterochromatin and a chromatin state that has 
no strong enrichment for any of the specific factors or marks used 
for mapping11,12,14. In contrast, there are various types of active or 
open chromatin, and it has proven more difficult to rigorously classify 
them, probably because the classification depends on the number of 
factors that are used for mapping. However, at least four types of open 

chromatin can be distinguished with some certainty, encompassing 
‘enhancers’, ‘promoters’, ‘transcribed regions’ and ‘regions bound by 
chromatin insulator proteins’15.

An important feature of chromatin domains is that not all genes 
within the domain have the same transcriptional response. Some open 
chromatin domains may contain nontranscribed genes and some 
repressive domains may encompass transcribed regions, suggesting 
that chromatin domains can accommodate a certain degree of indi-
vidual gene regulatory freedom16,17. Nevertheless, the overall gestalt 
of a given chromatin domain exerts its influence, as demonstrated by 
the fact that insertion of transgenes in different chromatin domains 
affects expression of a reporter gene. Therefore, domains build more 
or less favorable chromatin environments for gene expression but do 
not fully determine gene activity17.

Topologically associated domains. Recent investigations of the  
3D folding of the fly, mouse and human genomes generalized the 
concept of chromatin domains and revealed that domains, as 
mapped by epigenome profiling, correspond to physical genome 
domains18–21. These topologically associated domains are character-
ized by sharp boundaries that correspond to binding sites for CTCF 
and other chromatin insulator–binding proteins as well as to active 

Figure 1 A global view of the cell nucleus. 
Chromatin domain folding is determined by 
transcriptional activity of genome regions. 
Boundaries form at the interface of active and 
inactive parts of the genome. Higher-order domains 
of similar activity status cluster to form chromatin 
domains, which assemble into chromosome 
territories. Repressive regions of chromosomes 
tend to contact other repressive regions on the 
same chromosome arm, whereas active domains 
are more exposed on the outside of chromosome 
territories and have a higher chance of contacting 
active domains on the other chromosome arm 
and on other chromosomes19,20, giving rise to 
topological ‘superdomains’ composed of multiple, 
functionally similar genome domains. The location 
of territories is constrained by their association with 
the nuclear periphery, transcription hubs, nuclear 
bodies and centromere clusters.

Genome organization undergoes dramatic changes during differentiation and development. Effects of genome organization are particularly prominent in embryonic 
stem (ES) cells. The genome landscape of ES cells is unique in that it is characterized by an abundance of active chromatin marks and reduced levels of repres-
sive ones117,118. ES cells have less compacted heterochromatin domains, and their centromeric regions are decondensed117,119,120. DNase hypersensitivity 
analysis suggests globally more accessible and open chromatin. The altered chromatin architecture is accompanied by a loss of binding of several architectural 
chromatin proteins, including heterochromatin protein HP1 and high-mobility group (HMG) proteins117, and increased amounts of chromatin remodelers and 
modifiers121,122. As ES cells differentiate, many of ES cell–specific chromatin hallmarks rapidly disappear. Roughly the reverse processes occur during reprogram-
ming of differentiated cells into induced pluripotent stem cells123. These observations point to a model in which chromatin structure is essential in establishing 
pluripotency by maintaining the genome in an open, readily accessible state, allowing for maximum plasticity.

In mouse embryogenesis, the maternal and paternal pronuclei are not symmetric: the paternal pronucleus lacks typical heterochromatin marks but contains 
Polycomb proteins that are absent from the maternal heterochromatin124. In Drosophila melanogaster, the cell cycle slows down as differentiation processes 
unfold during developmental progression. This is accompanied by a general decrease in nuclear volume, a progressive condensation of chromatin and a decrease 
in chromatin motion33. A strong reduction of Polycomb-dependent chromatin motion, concomitant with an increase in the residence time of Polycomb proteins on 
their target chromatin, parallels developmental progression, suggesting that a decrease in chromatin dynamics is required to stabilize gene silencing33, a process 
reminiscent of what happens during ES cell differentiation. More direct evidence for a role of three-dimensional chromosome organization in the developmental 
regulation of gene expression comes from studies in Caenorhabditis elegans, where movement of tissue-specific genes in the nuclear interior that is developmen-
tally programmed and is dependent on histone methyltransferases MET-2 and SET-35 has been described82,125.
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Main approaches

The listed experimental approaches are largely complementary
in their advantages and limitations. While light microscopy can only
characterize a limited number of loci in a small number of cells, its
single-cell resolution makes it a preferred technology for character-
izing chromatin variability and dynamics [16]. Conversely, while
3C-based approaches provide high-resolution contact frequencies
for large genomic domains or entire genomes, they do not provide
information about individual cells. Instead, 3C measurements
report ensemble-averaged properties of genomic conformations in a
large population of cells (typically more than a million cells).

All of these techniques have helped to characterize intriguing
features of genome organization during interphase. We now know
that in human cells chromosomes occupy distinct chromosomal
territories [17] and are organized into alternating active and inactive
chromatin domains with many long-range interactions [13]. Most
importantly, these experimental techniques have demonstrated
that chromosomes adopt highly dynamic conformations related to
the functional state of their genes. The development of biophysical
models of higher-order chromatin architecture based on these new
data helps to elucidate the organizing principles of genomes and
constitutes, by itself, an emerging field of computational biology.

What Does Physics Tell Us?

Application of polymer physics to protein folding led to major
breakthroughs in understanding the mechanisms of folding [18,19]
and design principles of natural foldable proteins [18,20]. Statistical
mechanics of polymers has also been successfully applied to

characterize physical properties of DNA (e.g., [21–26]), but less so
to chromatin fibers and their organization into interphase and
metaphase chromosomes [13,27–29]. The availability of rich new
imaging and 3C-based data is clearly changing this trend.

In contrast to the majority of proteins that fold into unique
native conformations, a chromatin fiber is likely to have different
conformations in individual cells, forming an ensemble of
conformations. It remains to be seen how diverse this ensemble
is and, by analogy to protein folding, whether it resembles an
unfolded state of a protein or a transition state ensemble. One
drastic difference between proteins and chromatin is the length of
the polymer. While single protein domains have a ratio of length to
chain diameter of ,50–250 (that is, 50–250 amino acids), yeast
chromosomes yield the ratio of ,103–104 (that is, 200–1,500 Kb,
10 nm fiber diameter, 7 fold packing by nucleosomes) and ,105–
106 for human chromosomes (that is, 50–250 Mb). These extraor-
dinary long polymers cannot be organized into structures as
ordered as that of proteins, and presumably remain largely
disordered. The goal of the computational approach is to deter-
mine what sort of polymer models and interactions can generate
conformational ensembles that are consistent with experimental
data (Figure 3A). Experimental features that can be used to test the
model include contact probability obtained by 3C-based experi-
ments, the distribution of the spatial separation as a function of
genomic distance between two loci [29], formation of domains of
active and inactive chromatin, existence of chromosomal territo-
ries, etc. One can also seek models that reproduce experimentally
observed dynamics of chromosomal loci (e.g., displacement of a

Figure 2. Main approaches for studying genomic organization. Two of the most used approaches for experimentally determining features of
genome architecture. Light microscopy by fluorescent in situ hybridization (FISH) results in a measured spatial distance (R) (and its distribution in a
population of cells or its time course) as function of the genomic linear distance (s). Cell/molecular biology by chromosome conformation capture
(3C)-based approaches results in an estimation of the average frequency of contacts between parts of the chromatin in a population of cells.
doi:10.1371/journal.pcbi.1002125.g002
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Restrain based modeling (IMP)

locus as a function of time [7] or upon gene activation [8,30]).
Finding an appropriate model involves representing chromatin as
a polymer and simulating its dynamics subject of physical
interactions (e.g., spatial and topological constraints, confinement,
and supercoiling) as well as biological interactions (e.g., specific
and non-specific interactions between chromosomal loci, and
nuclear lamina/matrix, among others).

Recent studies provide many examples of successful use of
polymer physics in describing chromosome architecture. A recent
study of the human chromatin using the Hi-C technique has shown
that statistics of long-range interactions are consistent with a long-
lived non-equilibrium state of a homopolymer emerging due to
rapid condensation, rather than with any particular equilibrium
state [13]. Approaching this problem using polymer physics can also
reveal the roles of excluded volume, chain entropy, confinement,
DNA supercoiling, and topological constraints in shaping the
conformational ensemble of chromatin. For example, recent studies
of short polymer rings suggested that topological constraints may be
sufficient for the maintenance of chromosomal territories in
eukaryotes [31,32]. Similarly, the entropy of the DNA chain was
suggested to be sufficient for segregation of chromosomes during

E. coli division [33]. A final example is that a quasi-linear organi-
zation of the circular E. coli chromosome was shown to be consistent
with a model where DNA supercoiling plays a central role [5]. Since
several alternative physical models may fit even the most data-rich
experiments equally well, follow-up experiments are required to
dissect alternative models.

What Can We Learn from Data Integration?

Data integration using computational approaches has already
proven useful in the determination of structures of large complexes
of proteins. In a landmark study addressing this problem, the Sali
Lab (University of California San Francisco) used the Integrative
Modeling Platform (IMP, http://www.integrativemodeling.org/),
a multi-scale and flexible computational framework based on the
satisfaction of spatial restraints [34]. In IMP, the problem of
determining a probabilistic map of all proteins in the nuclear pore
complex (NPC) was expressed as an optimization problem, where
all available experimental information was integrated and
represented as spatial restraints. The systematic integration of
the input information provided a more complete and detailed

Figure 3. Two computational approaches for determining the 3D structure of genomic domains and genomes. (A) The first approach
uses polymer models to simulate relevant interactions (both physical and biological) that explain experimental observations. (B) The second
approach integrates diverse experimental observations to model a conformational ensemble that satisfies the experimental observations.
doi:10.1371/journal.pcbi.1002125.g003

PLoS Computational Biology | www.ploscompbiol.org 4 July 2011 | Volume 7 | Issue 7 | e1002125
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Hi-C data and genomic tracks data

3C-based technologies. Imaging approaches do not read-
ily allow a comprehensive analysis of the 3D folding of 
complete genomes or determination of the organization 
of entire chromosomes within their territories at kilobase 
resolution. To overcome these limitations, approaches 
based on 3C have been developed that allow the map-
ping of chromosome folding at sufficient resolution  
to observe individual genes and regulatory elements  
and that can operate at a genome-wide scale4,5. The 
rationale of 3C-based approaches is that when a suf-
ficient number of pairwise interaction frequencies are 
determined for a genomic region, chromosome or whole 
genome, its 3D arrangement can be inferred. 3C-based 
methods have been extensively reviewed and discussed 
elsewhere5,20–22 and are summarized in BOX 1.

3C and 4C generate single interaction profiles for 
individual loci. For instance, 3C typically yields a long-
range interaction profile of a selected gene promoter or 
other genomic element of interest versus surrounding 
chromatin (FIG. 1a), whereas 4C generates a genome-wide 
interaction profile for a single locus (FIG. 1b). These data 
sets can be represented as single tracks that can be plot-
ted along the genome and compared to other genomic 
features such as DNase I hypersensitive sites (which are 
hallmarks of gene regulatory elements23) or genes. 5C 
and Hi-C methods are not anchored on a single locus 
of interest but instead generate matrices of interaction 
frequencies that can be represented as two-dimensional 
heat maps with genomic positions along the two axes 
(FIG. 1c,d).

Figure 1 | Examples of 3C, 4C, 5C and Hi-C data sets. a | Chromosome conformation capture (3C) data for the 
CFTR gene in Caco-2 cells (which are a human colon adenocarcinoma cell line)34. b | 4C data from the mouse genome 
and DNase I hypersensitivity data from the same region, simulated from data from REF. 112. c | An example of a 5C 
interaction map for the ENCODE ENm009 region in K562 cells (which are a human erythroleukaemia cell line) based 
on data from REF. 46. Each row represents an interaction profile of a transcription start site (TSS) across the 1 Mb 
region on human chromosome 11 that contains the β-globin locus. d | Hi-C data from mouse chromosome 18 from 
REF. 111. 3C and 4C data are linear profiles along chromosomes and can be directly compared to other genomic 
tracks such as DNase I sensitivity. 5C and Hi-C data are often represented as two-dimensional heat maps. Other 
genomic features, such as positions of genes or the location of DNase I hypersensitive sites, can be displayed along 
the axes for visual analysis of chromosome structural features. DNase I data are taken from the Mouse ENCODE 
%QPUQTVKWO��HTQO�VJG�NCDQTCVQT[�QH�,�|5VCOCVQ[CPPQRQWNQU113. Part a is modified, with permission, from REF. 34 © 
(2010) Oxford Univ. Press. Part d is modified, with permission, from REF. 112 © (2012) Macmillan Publishers Ltd.  
All rights reserved.
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Box 2 | Genome compartments

Inter- and intrachromosomal interaction maps for mammalian genomes28,64,111 have revealed a pattern of interactions that 
can be approximated by two compartments — A and B — that alternate along chromosomes and have a characteristic 
size of ~5 Mb each (as shown by the compartment graph below top heat map in the figure). A compartments (shown in 
orange) preferentially interact with other A compartments throughout the genome. Similarly, B compartments (shown  
in blue) associate with other B compartments. Compartment signal can be quantified by eigenvector expansion of the 
interaction map64,111,112. The A or B compartment signal is not simply biphasic (representing just two states) but is 
continuous112 and correlates with indicators of transcriptional activity, such as DNA accessibility, gene density, replication 
timing, GC content and several histone marks. These indicators suggest that A compartments are largely euchromatic, 
transcriptionally active regions.

Topologically associating domains (TADs) are distinct from the larger A and B compartments. First, analysis of embryonic 
stem cells, brain tissue and fibroblasts suggests that most, but not all, TADs are tissue-invariant58,59, whereas A and B 
compartments are tissue-specific domains of active and inactive chromatin that are correlated with cell-type-specific gene 
expression patterns64. Second, A and B compartments are large (often several megabases) and form an alternating pattern 
of active and inactive domains along chromosomes. By contrast, TADs are smaller (median size around 400–500 kb; see 
zoomed in section of heat map in the figure) and can be active or inactive, and adjacent TADs are not necessarily of 
opposite chromatin status. Thus, it seems that TADs are hard-wired features of chromosomes, and groups of adjacent TADs 
can organize in A and B compartments (see REF. 50 for a more extensive discussion). 

Shown in the figure are data for human chromosome 14 for IMR90 cells (data taken from REF. 59). In the top panel, Hi-C 
data were binned at 200 kb resolution, corrected using iterative correction and eigenvector decomposition (ICE), and 
the compartment graph was computed as described in REF. 112. The lower panel shows a blow up of a 4 Mb fragment of 
chromosome 14 (specifically, 74.4 Mb to 78.4 Mb) binned at 40 kb.
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positioning. Furthermore, the fact that the two neighbouring domains
do not merge completely in DXTX cells (Fig. 2b) implies that addi-
tional elements, within TADs, can act as relays when a main boundary
is removed. The factors underlying an element’s capacity to act as a
canonical or shadow boundary remain to be investigated.

Next we asked whether TAD organization changes during differ-
entiation or XCI. Both male neuronal progenitors cells (NPCs) and
male primary mouse embryonic fibroblasts (MEFs) show similar
organization to mouse ESCs, with no obvious change in TAD posi-
tioning. However, consistent differences in the internal contacts within
TADs were observed (Fig. 3a, Supplementary Figs 2 and 5). Noticeably,
some TADs were found to become lamina-associated domains19

(LADs) at certain developmental stages (Fig. 3b). Thus chromosome
segmentation into TADs reveals a modular framework where changes
in chromatin structure or nuclear positioning can occur in a domain-
wide fashion during development.

We then assessed TAD organization on the inactive X, by combin-
ing Xist RNA FISH, to identify the inactive X, and super-resolution
DNA FISH using BAC probe pools on female MEFs. We found that
colocalization indices on the inactive X were still higher for sequences
belonging to the same TAD than for neighbouring TADs (Supplemen-
tary Fig. 6a). However, the difference was significantly lower for the
inactive X than for the active X. Deconvolution of the respective con-
tributions of the active X and inactive X in 5C data from female MEFs
(see Supplementary Methods and Supplementary Fig. 6) similarly
revealed that global organization in TADs remains on the inactive
X, albeit in a much attenuated form, but that specific long-range

contacts within TADs are lost. This, together with a recent report
focused on longer-range interactions20, suggests that the inactive X
has a more random chromosomal organization than its active homo-
logue, even below the megabase scale.

We next investigated how TAD organization relates to gene
expression dynamics during early differentiation. A transcriptome
analysis, consisting of microarray measurements at 17 time points over
the first 84 h of female mouse ESC differentiation was performed
(Fig. 4a). During this time window, most genes in the 5C region were
either up- or downregulated. Statistical analysis demonstrated that
expression profiles of genes with promoters located within the same
TAD are correlated (Fig. 4b). This correlation (median correlation
coefficient cc of 0.40) is significantly higher than for genes in different
domains (cc of 0.03, P , 1029) or for genes across the X chromosome in
randomly selected, TAD-size regions (cc of 0.09, P , 1027). The
observed correlations within TADs seem not to depend on distance
between genes, and are thus distinct from previously described corre-
lations between neighbouring genes21 that decay on a length scale of
approximately 100 kb (Supplementary Fig. 7). Our findings indicate
that physical clustering within TADs may be used to coordinate gene
expression patterns during development. Furthermore, deletion of the
boundary between Xist and Tsix in DXTX cells was accompanied by
long-range transcriptional misregulation (Supplementary Fig. 8),
underlining the role that chromosome partitioning into TADs can play
in long-range transcriptional control.

A more detailed analysis of each domain (Supplementary Fig. 7)
revealed that co-expression is particularly pronounced in TADs D, E
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Figure 1 | Chromosome partitioning into topologically associating
domains (TADs). a, Distribution of 5C-Forward and 5C-Reverse HindIII
restriction fragments across the 4.5 Mb analysed showing positions of RefSeq
genes and known XCI regulatory loci. b, 5C data sets from XY undifferentiated
mouse ESCs (E14), displaying median counts in 30-kb windows every 6 kb.
Chromosomal contacts are organized into discrete genomic blocks (TADs
A–I). A region containing segmental duplications excluded from the 5C
analysis is masked (white). c, Positions of DNA FISH probes. d, Interphase

nuclear distances are smaller for probes in the same 5C domain. e, Structured
illumination microscopy reveals that colocalization of neighbouring sequences
is greater when they belong to the same 5C domain. Boxplots show the
distribution of Pearson’s correlation coefficient between red and green
channels, with whiskers and boxes encompassing all and 50% of values,
respectively; central bars denote the median correlation coefficient. Statistical
significance was assessed using Wilcoxon’s rank sum test.
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positioning. Furthermore, the fact that the two neighbouring domains
do not merge completely in DXTX cells (Fig. 2b) implies that addi-
tional elements, within TADs, can act as relays when a main boundary
is removed. The factors underlying an element’s capacity to act as a
canonical or shadow boundary remain to be investigated.

Next we asked whether TAD organization changes during differ-
entiation or XCI. Both male neuronal progenitors cells (NPCs) and
male primary mouse embryonic fibroblasts (MEFs) show similar
organization to mouse ESCs, with no obvious change in TAD posi-
tioning. However, consistent differences in the internal contacts within
TADs were observed (Fig. 3a, Supplementary Figs 2 and 5). Noticeably,
some TADs were found to become lamina-associated domains19

(LADs) at certain developmental stages (Fig. 3b). Thus chromosome
segmentation into TADs reveals a modular framework where changes
in chromatin structure or nuclear positioning can occur in a domain-
wide fashion during development.

We then assessed TAD organization on the inactive X, by combin-
ing Xist RNA FISH, to identify the inactive X, and super-resolution
DNA FISH using BAC probe pools on female MEFs. We found that
colocalization indices on the inactive X were still higher for sequences
belonging to the same TAD than for neighbouring TADs (Supplemen-
tary Fig. 6a). However, the difference was significantly lower for the
inactive X than for the active X. Deconvolution of the respective con-
tributions of the active X and inactive X in 5C data from female MEFs
(see Supplementary Methods and Supplementary Fig. 6) similarly
revealed that global organization in TADs remains on the inactive
X, albeit in a much attenuated form, but that specific long-range

contacts within TADs are lost. This, together with a recent report
focused on longer-range interactions20, suggests that the inactive X
has a more random chromosomal organization than its active homo-
logue, even below the megabase scale.

We next investigated how TAD organization relates to gene
expression dynamics during early differentiation. A transcriptome
analysis, consisting of microarray measurements at 17 time points over
the first 84 h of female mouse ESC differentiation was performed
(Fig. 4a). During this time window, most genes in the 5C region were
either up- or downregulated. Statistical analysis demonstrated that
expression profiles of genes with promoters located within the same
TAD are correlated (Fig. 4b). This correlation (median correlation
coefficient cc of 0.40) is significantly higher than for genes in different
domains (cc of 0.03, P , 1029) or for genes across the X chromosome in
randomly selected, TAD-size regions (cc of 0.09, P , 1027). The
observed correlations within TADs seem not to depend on distance
between genes, and are thus distinct from previously described corre-
lations between neighbouring genes21 that decay on a length scale of
approximately 100 kb (Supplementary Fig. 7). Our findings indicate
that physical clustering within TADs may be used to coordinate gene
expression patterns during development. Furthermore, deletion of the
boundary between Xist and Tsix in DXTX cells was accompanied by
long-range transcriptional misregulation (Supplementary Fig. 8),
underlining the role that chromosome partitioning into TADs can play
in long-range transcriptional control.

A more detailed analysis of each domain (Supplementary Fig. 7)
revealed that co-expression is particularly pronounced in TADs D, E
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Figure 1 | Chromosome partitioning into topologically associating
domains (TADs). a, Distribution of 5C-Forward and 5C-Reverse HindIII
restriction fragments across the 4.5 Mb analysed showing positions of RefSeq
genes and known XCI regulatory loci. b, 5C data sets from XY undifferentiated
mouse ESCs (E14), displaying median counts in 30-kb windows every 6 kb.
Chromosomal contacts are organized into discrete genomic blocks (TADs
A–I). A region containing segmental duplications excluded from the 5C
analysis is masked (white). c, Positions of DNA FISH probes. d, Interphase

nuclear distances are smaller for probes in the same 5C domain. e, Structured
illumination microscopy reveals that colocalization of neighbouring sequences
is greater when they belong to the same 5C domain. Boxplots show the
distribution of Pearson’s correlation coefficient between red and green
channels, with whiskers and boxes encompassing all and 50% of values,
respectively; central bars denote the median correlation coefficient. Statistical
significance was assessed using Wilcoxon’s rank sum test.
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TADs

Topologically associating domains (TADs) can be made of up to hundreds of kb 
in size

Loci located within TADs tend to interact more frequently with each other than 
with loci located outside their domain

The human and mouse genomes are each composed of over 2,000 TADs, 
covering over 90% of the genome

Topologically Associating Domains (TADs)



Human α-globin domain
ENm008 genomic structure and environment
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From 5C data to points and restraints
Chromatin interaction frequencies can be 
used as a proxy for spatial distance between 
interacting fragments12. Thus, our first step 
was to translate the 5C experimental data into 
a set of distances dependent on the observed 
interactions. The IMP represents a genomic 
domain as a set of points (one per restric-
tion fragment) and the spatial restraints (or 
springs) between them, with equilibrium 
distances proportional to the observed fre-
quency of interaction. The type and force 
of the restraints that place each of the 70 
points representing the ENm008 region were 
defined by the IMP calibration, which was 
carried out in two steps. First, 5C counts were 
normalized by log10 transformation and Z-score computation from 
the average and s.d. of all log10 values in the interaction matrix. A  
Z-score indicates how many s.d. a measure is above or below the 
mean of the measure. Second, two linear relationships were defined 
linking 5C Z-scores to spatial distances for restraining pairs of frag-
ments: (i) two neighbor fragments (i to i + 1…2) were restrained on 
the basis of the linear relationship between the 5C Z-scores and the 
sum of the excluded volume occupied by the nucleotides between the 
centers of the two fragments (Supplementary Table 1), and (ii) two 
non-neighbor fragments (i to i + 3…n) were restrained on the basis of 
the relationship bound by an empirically determined closest possible 
distance between two non-interacting fragments and the excluded 
volume of a canonical 30-nm fiber (Supplementary Fig. 3). These two 
linear relationships between 5C Z-score and spatial distances relied on 
the following assumptions: (i) the different 5C Z-score distributions 
between neighbor and non-neighbor fragments reflected their dif-
ferent response in 5C experiments37; (ii) consecutive fragments were 
spatially restrained proportionally to the occupancy of their chro-
matin fragments, with a relationship of 0.01 nm per base pair (bp),  
assuming a canonical 30-nm fiber38; and (iii) two non-neighbor frag-
ments could not get closer in space than 30 nm, which corresponds to 
the diameter of the chromatin fiber. Even though the precise diameter 

of the chromatin fiber in vivo is unknown and probably fluctuates, it 
has been shown that the observed looping frequencies from 5C experi-
ments in human cells are consistent with a 30-nm fiber39. Moreover, 
the assumption that chromatin adopts a 30-nm fiber affects only the 
final scale of the resulting 3D models, which is controlled by the 
excluded volume assigned to the fragments. The results from our FISH 
experiments (below) indicated that the use of 0.01 nm per bp resulted 
in models of the appropriate scale. Finally, the values of two Z-score 
cutoffs were also optimized and defined the type of restraint imposed 
between two non-neighbor fragments. The optimal parameters found 
were as follows: for GM12878 cells, 500 nm for the lowest Z-score, a 
Z-score of –0.2 for the lower-bound cutoff and a Z-score of 0.1 for the 
upper-bound cutoff; for K562 cells, 400 nm for the lowest Z-score, a 
Z-score of −0.1 for the lower-bound cutoff, and a Z-score of 0.9 for 
the upper-bound cutoff (Supplementary Methods).

All 70 fragments representing the studied region were restrained 
with a total of 1,520 and 1,049 restraints for GM12878 and K562 
cells, respectively (Supplementary Fig. 3). The forces applied to the 
defined restraints were also set proportional to the absolute value of 
the 5C Z-score observed between a pair of fragments. That is, the 
more extreme the Z-score, the stronger the force constant applied 
to the restraint. By making the harmonic forces proportional to 
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Figure 2 5C analysis of the 500-kb ENCODE 
region ENm008. (a) 5C experimental data for 
GM12878 cell lines. Upper plot shows 5C count 
matrix colored yellow to blue to indicate low to 
high counts. For easy inspection, the axis labels 
are replaced by the linear representation of the 
forward and reverse fragments of the ENm008 
region. Lower plots show 5C interaction profiles 
for fragments containing HS48, HS46, HS40, 
HBM, HBA2, HBA1 and 3  end of LUC7L, 
respectively. The plots show the 5C counts and 
their associated s.e.m. of interactions between 
the anchor fragment (indicated by vertical 
arrows) and the rest of the queried fragments in 
the ENm008 region; colored bars indicate the 
positions of HS elements (red), globin genes 
(green) and LUC7L gene (blue). Blue solid lines 
show the average and s.e.m. of the expected 
relationship between interaction frequency (5C 
counts) and genomic distance (kb), determined 
by LOESS smoothing of the complete data set 
(Supplementary Fig. 2). Red circles show the 
observed 5C counts for each of the queried 
fragments. (b) 5C experimental data for K562 
cell lines. Data are represented as in a.

GM12878 K562

ENCODE Consortium. Nature (2007) vol. 447 (7146) pp. 799-816
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Chromatin = DNA + (histone) proteins

The genome is well organized and 
hierarchically packaged

Histone modifications affect chromatin 
structure  and activity

3C-like data measure the frequency of 
interaction between distant loci

Take home message



How DNA is packaged



The Integrative Modeling Platform

http://integrativemodeling.org

http://integrativemodeling.org/
http://integrativemodeling.org/


Installing IMP

Move to the IMP directory and compile the code

Install the required libraries:

sudo apt-get install cmake
sudo apt-get install libboost1.49-all-dev
sudo apt-get install libhdf5-dev
sudo apt-get install swig
sudo apt-get install libcgal-dev
sudo apt-get install python-dev

Download the IMP tarball file from http://salilab.org/imp/ and uncompress it:

wget http://salilab.org/imp/get.php?pkg=2.0.1/download/imp-2.0.1.tar.gz -O imp-2.0.1.tar.gz
tar xzvf imp-2.0.1.tar.gz

http://salilab.org/imp/
http://salilab.org/imp/
http://salilab.org/imp/get.php?pkg=2.0.1/download/imp-2.0.1.tar.gz
http://salilab.org/imp/get.php?pkg=2.0.1/download/imp-2.0.1.tar.gz


Compiling IMP

LD_LIBRARY_PATH="/SOMETHING/imp-2.0.1/lib:/SOMETHING/imp-2.0.1/lib:/SOMETHING/imp-2.0.1/src/
dependency/RMF/:$LD_LIBRARY_PATH"
export LD_LIBRARY_PATH

PYTHONPATH="/SOMETHING/imp-2.0.1/lib:/SOMETHING/imp-2.0.1/lib:/SOMETHING/imp-2.0.1/src/dependency/
RMF/:$PYTHONPATH"
export PYTHONPATH

Once the compilation has finished, open the file setup_environment.sh in your IMP directory and copy the first lines 
into your ~/.bashrc file (if this file in not present in your home directory, create it). These lines should look like:

cd imp-2.0.1
cmake . -DCMAKE_BUILD_TYPE=Release -DIMP_MAX_CHECKS=NONE -DIMP_MAX_LOG=SILENT
make -j4

>> Do not copy the lines above, copy them from setup_environment.sh, 

where SOMETHING is replaced by your real path to IMP <<



Installing Chimera

http://www.cgl.ucsf.edu/chimera/

http://www.cgl.ucsf.edu/chimera/
http://www.cgl.ucsf.edu/chimera/


Chimera commands
Align
match.sh #1 #0

Select
select #model:particles

Measure
distance #0:1-2
angle #0:1-2

Display
vdwdefine #radius
shape tube #0 radius 1 bandLength 3 segmentSubdivisions 10
shape tube #0 rad 1 band 3 seg 10

Surface
molmap #all 80
color 
transparency


